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Abstract

The escalating costs of military weapon systems are
constantly under scrutiny. In today's environment of
reduced funding 1t is imperative that an effective method of
assessing likely cost growth be available early in the
acguisition life cycle, and especially during the source
selaction pracess. This research sought to identify a
method for predicting the range of cost growth around the
most probable cost estimate generatad during the source
selection process. With the assistance af the Research and
Cost Division of Aerorautical Systems Division, three
factors ws:re determined to be major contributors to cost
yrowth for ASD programs; technical risk, configuration
stability, and scnedule risk. The data base consisted of 15
programs from ASD from 1980 to 1988. The results of th:is
research provides a method for guickly assessing the range
of potential cost growth of the most provable cost estimate;
however, due to the small data set, more research must be
conducted to increase the method's usefulness. Although
more research 1s required, based on the data set used,
configuration stability appears to be a more significant
driver »f cost growth in the development phase. While,

schedule risk appears to be mcre significant in the

production phase.




ESTIMATING POTENTIAL COST GROWTH

OF THE MOST PROBABLE COST ESTIMATE

I. Introduction

General Issue

The escalating costs of military weapon syst=ms have
been under constant scrutiny since the late sixties. Much
of this attention is focus.d on the increase in cost over
the originally estimated program costs (22:1). 1In today's
environment of reduced funding, and with the perception by
the general public that the military does not manage or 1is
incapable of managing its money prudently, it is imperative
that a method of determining potential cost growth be
available early in the acquisition life cycle. 1If such a
method 1s .t employed, the acquisition cost of weapon
systems wi1ill coatinue to experience unanticipated cost
growth. Cost growth reduces the DOD's ability to procure
the number and type of weapons necessary to meet force
structure requirements (27:1). The Navy's A-12 aircraft
Program is the most recent example of a program that
inttially suffered a reduction in quantity and was
subsequently canceled.

The A-12 aircraft was being develo ed by the Navy as a

replacement for the Navy A-5 Intruder aircraft, the Navy's




primary all-weather, medium-attack aircraft (34:1). In
December 1989, the Secretary of Defense (SECDEF) directed a
Major Aircraft Review (MAR) of four major aircraft programs
(34:2). The recommendation after the MAR was that the A-12
aircraft program be continued, but at reduced procurement
quantities (34:2). On June 1, 1990, the contractor team
developing the A-12 advised the Navy that there would be a
slip in the schedule for the first flight and that the
Engineering and Manufacturing Development (EMD) effort would
overrun the contract ceiling by an amount that the
contractor team could not absorb (34:2). In October of 1990
the concerns of the Chairman of the House Arms Services
Committea, lLes Aspin, led to a special review of the Navy's
A-12 program (34:1i). The review, conducted from October
1990 to January 1991, "disclosed that the cost, schedule,
and technical problems in the A-12 aircraft program were of
such magnitude that the continued viability of the program
was in serious doubt’ (34:1). On December 31, 1990, the
contractor tram sabmitted a certified Claim for Equitable
Adjustmer for the EMD contract (34:12). This claim
proposed a4 $..4 billion in~rease in the EMD target price
(34:12). On January 7, 1991, the SECDEF decided to cancel
the A-12 aircraft pr« ram for default (34:13). Though there
were several factors leading to the cancellation cof the A-12
aircraft program., it is apparent that the :nability o

control cost was a mazlor player in the finai decision.

to




Despite efforts to control cost growth, there continues
to be unforseen increases in cost from the most probable
cost estimate generated at source selection to the actual
costs incurred by the government. Part of this problem can
be linked to the manner in which cost is presented to the
decision makers. In his report, "Risk ind the Right Model, "
Lt Colonel John A. Long recommends providing decision makers
with a range of -obable cost to ensure they have enough
information to r e an informed decsion. The need for this
additional information is summarized in the following
statement by Long:

Normally decision makers are presented with only a

point or '‘most likely' cost estimate, with no

indication as tc the risk (variability) in that
eatimate . . . But, point estimates can be

misleading and can lead to a worse decision than

had no estimate at ail been used. (41:2)

Figure 1 provides a graphical representation of how not
providing all the information ¢an be misleading. In Case I,
decision makers are faced with no real decision problem
because all paossible costs o System A are lower than System
B. Tn Case II, there is the possibility that the actual
cost of System A will be higher than System B. The averlap
1n Case II 1s not significant so System A 15 still
preferable to System B; however, i1f the coverlap were

significant "ihe point estimate would no longer provide a
valid datum for system select:ion” (41:3). In Case II., bHoth
pol1nt estimates are the same, but the cost for distribution

B has a larger range or variance. Prafarence toward risk

3
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Irpact of Cost Risk on Decision Making




must come into play in making the decision in this instance.
Case IV presents yet anothar problem. The expected cost of
System B is lower than System A, but has more uncertainty.
The point estimate 2lone would not provide insight into the
potential cost growth of System B.

iccording to Long, the problem with presenting data 1in
the manner indicated above is that many decision makers are
only interested in a point estimate (25:42). He cites four
predominate reasons for this:

Firat, presenting more than a point estimate may

constitute information overlocad. Cost is but one

input to the decision process. Informaticn

presented must be clear, concise, and easily

understood. Secondly, some decision makers would

not understand risk analysis and its associated

implications. Third, the poasibility of high

cnats would cause undae concern and adversely

affect the decision. Fourth, riik analysis wouid

impact the credibility of the stuuy giving the

impression that analysts were unwilling to stand

behind their analyses. (41:3)
L.ong notes that though decision makers did not want the
range of expected risk, they did feel the cost analysts
should conduct such analyses for their own benefit and 1in
support of the point estimate (4l1:4). The commander of the
Aeronautical Systems Division of Alir Force Systems Command,
General Ferguson, also expressed the need to provide
decision makers with a range of potential cost growth around

the most probable cost (MPC) of each bidding contractor

(38).




Specific Problem

During the source selcction process a teum of
government cost analysts, often called the cast parel or
cnst-to-government team, de: lops a meost probable cost (MPC)
estimate for each contractor ruding to develop and/cr
produce the system or program. The purpose of the MPC is to
protect the government's interesu by insuring a contractor
does not "buy into” the contract by subwitting an
unrealistically low bid (20:15-21). I¢€ a range of potential
cost growth is not provided arocund the MPC poiat estimate
decision makers will not have all the information necessary
to make the best decision. Currently, an acceptable masthod
of determining such cost growth is not available to be
utilized early in the acquigition life cycle (38).

There needs tao be a method of determiring the range of
potential cost growth early in the acquisition of weapon
systems. LCue to the uncertaiities 1nherent early in the
acquisition life cycle and the time constraints in the
source selection environment, this method inust make use of
information available early in a system's life and be simple

enough to use in the limited time available.

Scope and Limitations

This research will concentrate on developing a method
to improve the usability of the most probable cust generated
during the source selection process. Though cost growth :is
experienced 1n all phases of weapon system acquisitions, the

6




focus of this reseacch 1s on cost growth from the

devel opment and production mocst probabie cost estimates to
the current astimate. The data base consists of maior and
non-major wWweapon systems that were initiated 1n the past
decade, 1980 - 1988, at BAeronautical Systems Division. A
major system is defined by DoDI 5000.2 as:

A combination of elements that wiil tunction

together to proaduce the capabilities req: .cu to

fulfill a mission need, . . . A system shall he

consldered a major system 1f it i1s estimated by

the Under Secretary of Defernse Lo require:

a. An eventual total expenditure for

rasearch, development, test and evaluation cf more

than $75,000 in fiscal year 1980 constant dgcliars

(115,000,000 i1n £fiscal year 1990 constant

dollars), or

b. An eventual %total expenditure for
pracurement of more than $300.0800 in fiscai year

1980 constant dollars {($540,000,000 1n fiscal year

1990 constant doliars). (1 33:3)

There are a number of factors and events inherent 1in
che develcpment, production and fielding of a weapon svs=tam.
An attempt tc capture all of these factors s beyond the
scope 2f this research. The data set 15 limited to thcese

zrsgramns init:iated at Aeronautical Systems Divisicn and may

not be app.icaovl2 across commands.

Research QOb-ective




Investigative Questions

The following investigative questions will be asked:

1. What are the major sources of cost growth in the
development .f weapon systems?

2. How can these sources of major cost growth be used
to help predict potential cost growth of weapon systems.

3. How can this information bhe used tc estimate a
range of potential cost growth around the most probable cost

estimac2 develcpad during the source selection process?

Summary

Cost growth continues to be a problem in weapon systems
acguisition. Providing a range of probable cort growth
around the most probable cost estimate (MPC) would greatly
enhance the value of the MPCT to decision makers.

In the following chapters, cost growth and tha reasons
for cost grouch will be explored. Chapter II consists of a
review of the literature concerning the system acquisition
process, the scurce selection procesa, estimating
techniques, and cost growth in weapon system acgquisitions.
Chapter III highligihts the methodology used for data
collection and developing the method for predicting a range
0of ccst around the MPC. In Chapter IV, findings and
analysis 2% data coliected in Chapter III are discussed,

followed by conclusions and vacommendations for further

rasearch 1n Chapter V.
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IJ. Literature Review

Chapter Overview

Cost growth is not uncommon in the acquisition of
weapons systems and is often addressed in the literature.
Nonetheless, there is still confusion over what causes cost
growth and whether or not it can be controlled. This
chapter begins with a discussion of the acquisition and
source selection processes and the role of cost estimating
in these processes. Followed by a discussion on cost
grewth, its causes, trends, and some initiatives aimed at
curtailing the probhlem.

The literature search was conducted using Dissertation
Abstracts:; on-line search capabilities at the Air Force
Institute of Technology, University of Dayton, and Wright
State University libraries; a Defense Technical Informatic
Center {(DTIC) search of cost growtih covering the last twenty
vewrs; and research &t the Aeronautical Systems Division

Cost and Publications Libraries.

The Systems Acquisition Process

According to Department of Defense Instruction (DoDI)
5000.2, Defense Acquisition Management Policies and
Pr .cedur »s, an acquisition program 1s "a directed. funded
effort that is designed to provide a new or improved

materie! =~apability in response to a validated need’” (33:2}.




The system acyuisition process is the process by which these
programs3 are acquired. There are five major decision points
and five distinct though s '-metimes overlapning, phases

that nrovide the basis for "comprehensive maztiagement and the
progresisive decisionmaking associated with program
maturation" (33:11) The Milestones are Milestone 0,
Concept Studies Approval; Milestone I, Concept Demounstration
Approval; Milestone I, Development Approval; Milestone III,
®roduction Approval; and Milestone IV, Major Modificaticn
Approval. The phases are Concept Exploration and
Definition, Demonstration and Validation, Engineering and
Manufacturing Development (EMD), Production and Deployment,
and Operations and Support (0&S).

A primary goal in developinqg an acquisition strategy 1is
to minimize the time it takes to satisfy an identified need
consistent with common sense, sound business practice, and
the provisions of DoD Directive 5000.1 and DoDI 5000.2
(33:16). With this goal in mind, DolCI 5000.2 makes
provisions for tailoring the acquisition process :o fit the
needs of the specific program cor system being acquired
(33:16). Tailoring must be based on an objective assessment
of the program's status and risk and cannot eliminate core
activities which must be accomplished for every acquisition
program (33:16).

These core activities establiish and document the

threat and operat:onal requirements affordab:ility,

the acquisition strategy aand program baseline,
cost and operat:icnal effactiveness, production

10




readiness and supportability and developmental
and operational test ag. (33:16)

In the foliowing paragraphs che criteria used to determine
decision . uthority of the five milestones and the five

phases of the a:quisition process are discussed.

Acquisition Milestones The five mi estones represent

the points where the decisions are made on the future of a
program. The level at which these decisions are made
depends on the classification of the program. all
acquisition programs, with the exception of highly sensitive
classified praograms, are placed into one of four categories

(33:12).

Milegstone Decision Authority. Acquisition

Category I programs, are major system acquisitions that hav:
"statutorily imposed acgquisition strategy, execution, and
reporting requirements” (33:12). Programs in Acgquisition
Category I are estimated to have an eventual expenditure for
research, development, test and evaluation of more than $2C0
million in fiscal year 1980 dollars or mure “han S$S1 bil'ion
:n £iscal year 1980 dollars for procurement {33:13). The
Under Secretary further designates Acquisition Category I
programs as Acquisition Category ID, requiring decisions by
the Under Secretary, or Acquisition Category IC, requlring
decisions by the cognizant DcD Component Head (33:13).
Acqulsition Category II programs are major systems that do

not meet the criteria for Category I, but have unique

11




statutorily imposed requirements in the test and evaluation
area (33:13). They may also have unique statutorily i1mposed
requirements in other areas such as Defense Enterprise
Programs and multiyear procurement. The milestone decision
authority for Acquisition Category II cannot be delegated
lower than the DoD Component Acquisition Executive (33:14).
Acquisition Category III programs are those not meeting the
criteria for Category I and I1I, that have been designated
Category II1 by the DoD Componzint Acquisiiion Executive
(33:13). The decision for Category III programs may be
delegated by the DoD Component Acquisition Executives %tc the
lowest level deemed appropriate within their »~spective
organizations (33:13). Category IV programs are all other
programs, non-major, which may be delagated by the DoD
Ccompanent Acgquisition Executive to the lowest appropriate

level (33:13).

Milestcnes N, Concep: Studies Approval. At this

milestone the decision authorities analyze “he Mission Need
Statement (MNS) to determine 1f the need identified warrants
the initiaticn of study efforts of alternative concepts to
satisfy the need (33:27). Based on this analysis, they
decide whether or not to move iantc the Concept Exploration

and RNefinition Phase (33:24).

Mi'estones I, Zonceprt Demonstration Approval. at

this dewision milestone, Jdeci:ion authorities assess the




affordabhility of a new acgquisition program (33:31). A
favorable decision establishes a new pragram and a Concept
Baseline; initial program cost, schedule, and performance

objectives, and authorizes entry into Phase I (33:31).

Milestone 11, Development Approval. At this

milestcne, decision authorities meet to determine if the
results of Phase I, Demonstraticn and Validation, warrant

continuation into the next phase.

Milestone III, Production Approval. A favorable
decision at this phase represents a commitment to build,
deploy. and support the system (33:44). Decision
authorities must determine if the results ct the Engineering

1 ¥ -
-
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u. ing Phase, the phasce stone III,
warrant continuation of the program and estabklish a
Producticn Baseline. This baseline contains refined program
cost, schedule, and performance objectives of the given

program.

Milestone IV, Major Modification Approval. This

milestcne is conducted as required. A major modification 1is
defined as a program that meets the criteria of Acquisition
Category I or II or is designated as such by the decision

authority (33:49). The 1ntent of this milestone :s:

To ensure thut all reasonable alternat:ives are
thoroughly examined prior to committing to a major
modification cor upgrade program for a system that
1s still being produced (33:49).




Phases of the Acguisition Process. The milestones,

discussed above, link the phases of the acquisition process.
Though these rhases are distinct, there may be some overlap

between phases.

Phase 0, Concept Exploration and Definition. The

objectives of this phase are %to: (1) explore variaous
alternatives that can satisfy the documented mission need
(this need i35 normally defined by *the operational command,
but can be defined by other sources such as contractors,
military groups, and research organizations such as The RAND
Corporation and The MITRE Corporation) (39:11); (2) define
the most promising concept(s); (3) Develop analyses and
information identifying high risk areas and risk management
approaches to support the Milestone I decision; and (4)
develop a proposed acquisition strategy and initial program
objectives for cost, schedule, and performance for the most
promising system concept(s) (33:29). This phase provides
the basis £for assessing the relative merits of the concepts

at Milestone I (33:28).

Phase 1, Demonstration and Validation. The

obsectives of this phase are to: (1) better define the

"

critical design ch racteristics and expected capabilities o
the system concept or concepts identified in the previous
phase; (2) demonstrate that the *tachnologi=s can he

incorporated intoc the system design with some degree of

14




confidence; (3) duevelop analyses that are needed in order to
make the Milestone II decision; (4) assessing whether the
most promising concept designs will operate in the intended
operational environment and proving that these designs are
understood and attainable; and (5) establish a proposed
devel opment baseline containing refined program cost,
schedule and performance objectives (33:35). Much of the
design analysis in this phase is accomplished by the
contractor or contractors who desire to be awarded the
development and production contracts (37:5). In cases where
there are two or more contractors, each contractor performs
independent analysis and design studies and arrives at a
design proposal, which is then evaluated in the source-

PUR R I S, y 1
selecticon process. he scurce selegtion progess will be

explained later in this chapter.

Phase 1I., Engineering :ind Manufacturing

Development. The ocbjectives of this phase are to: (1)

translate the most promising design approach developed
during the Demonstration and Validation Phase into a stable,
producible and cost effective system--this design should be
refined in terms of financial and technical risk associated
with long-term production (37:7); (2) validate the
manufacturing or production process; and (3) demonstrate

the system capabilities by testing tc deterinine if the

system meets contract specification and performance




requirements, and to ascertain whether the system satisfies

the mission need (32:43),

Phase 111, Production _and Deployment. The

objectives of this phase are to (1) establish a stable and
efficient production and support base; {2) achieve an
operational capability that satisfies the mission need, and
(3) conduct follow-on operation and production veriiication
testing to confirm and monitor performance and gquality of
the system (33:48). Suppvort plans will be implemented in
this phase to ensure support rascurces are acquired and

deployed with the system.

Phasa TV _Operations and Supvort. Though

operation and support (0&S) have long heen a part oi the
acquisition life cycle, i+ has only recently been siagled
out as its »un phase. This was done to emphasize the
importance of operat:ons and support 1in the planning phase.
The 0&8 phase begins after the 1nitial systems have been
fielded and overlaps the production and deployment phase
(33:51). The beginning of this phase is marked by either
the declaration of an operational capability or the
transition of management responsibility from the developer
to the maintainer (33:51). The primary objectives of this

phase are to (1) ' 1sure the fielded system continues to

provide the capabili*iles required to meet the 1dent:Z.ed




mission need and (2) identify shortcomings or deficiencies

that must be corrected to improve performance (33:5.).

The Raole of Cost in the Systems Acquisition Process.

One underlying theme prevails throughout the acgquisition

process; this theme is cost. What are the costs associated

with this system and are the resources available to support
the system?

In the early days of a program's life cycle a great
deal of information crucial to the future of the program :is
sought by the decision makers (20:1-9). Precise cos*
estimates are sought, but programs may not have been defined
well enough to make precision possible (20:1-9).

Decisions made early in the acquisition life cycle of a
program have great influence over the program’'s content,
configuration, and cost. Unfortunately, ther =1s little
information early in the program that can assist in maxiag
these 1mportant program decisions. The situation cost
analysts and decision makers are faced with 1s depicted in
Figure 3, taken from The AFSC Cost Estimating Handbook. as
time passes, more information is known akbout the system and
cost estimates are likely to be more accurate, but the
estimates made during periods of certainty have less impac*

on program configuration and content, and subsequently, lassg

impact on cost.
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Figure 2. Milestone I Dilemma

Planning Estimate. <Cost information is required

in the system acguisition process as early as the Concept
Exploration and Definition Phase. During this phase one of
the objectives is to develop the initial program objective
for cost. This estimate, developed by government cost
analysts, 1s known as the planning estimate. The planning
estimate is conducted very early in the conceptual phase of
the acquisition process (22:8) and is tl.e baseline estimate

for technical and “perational characteristics, schedule

milestones and program acguisition cost (32:2-2).




Most Probable Cost and vevelcoment Estimate.

During the Demonstration and Validation Phase two cost
estimates are of impcrtance; the wost probable cost (MEC)
estimate and the development estimate (DE). "The MPC
represents the Government's estimate for each competing
bidder in the source selection environment”" (20:2-15) and
should capture any peculiarities associated with each
offeror's proposal (20:15-23). The MPC is conducted by a
team ~f cost analysts kXnown as the Cost-to-Government Team
or the Cost Panel. The basic consideration of the MPC
estimate is "determining if the offeror's proposed cosis are
commensurate with the technical effort propcsed...”" (2:52).

This estimate is used by the Scurce-Selecticn Authority to

L o)
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assis g contractor and aften becomes

the only meaningful measure of the realism of the
contractor's cost proposal (20:2-15). The develgpment
estimate (DE), is the baseline "estimate of technical and
operaticnal characteristics, schedule milestones, program
acquisition cost (by appropriation), and annual product:ion
rates" (34:2-1) The DE is prepared toward the end of the
Demonstration and Validation Phase, and usually approximates
the target price of the contract (22:8). This estimate

normally serves as the baseline to which all program changes

are compared (43:6).

Current Estimate. The current estimate 1s the DoD

Component's latest forecast of the system's final costs,
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technical and operational characteristics, schedule
milestones, and annual production rates (32:2-1). This
estimate is continually updated throughout the life of the
program (43:6).

Though there are only four estimates menticned above,
many other cost estimates are concucted, updated and revised
throughout the weapon system acgquisition process. The list
includes such estimates as the should cost estimate (SCE),
the independent cost analysis (ICA), and the program cest

estimate (PCE) (20:2-14,2-15).

Cost Estimating and the Source Selection Process

One of the primary objectives of the source selection
process is to:

Select the source whose proposal has the highest

degree of realism and credibility and whose

performance can be expected ¢ best meet the

government's requirements of an affordable cost

(31:3).

In the following paragraphs the role of cost estimates

during the source selection process 1s highlighted.

The Source Selection Process. The AFSC Cost Estimating

Handbook defines four phases of the source selection
process:

(%) Pre-evaluation phase

(2) Initial evzluation phase

(3) Intermediate evaluation phase

(4) Final evaluation phase




These phases will be defined beluww with a discussion '« the

role of the cost estimates in #.ich phase.

Pre~-evaluation Phase. This phase typica.ly begins

with the submission of a Justitication for Major Systems New
Start, which leads to the issuance ot one or more Program
Management Directives (PMD) (20:15-3). Upon re =zase of the
PMD the chairperson of the Source election Advisory
Commitctee notifies all appropriate Ai1. Force Commands and
potential offerors that source se.ection action is 1n
progress (31:13). The Snurce selection Plan (SSP) and the
salicitation are two of the most important documents

prepareda during this phase (20:15-4).

Qatirmra Qalamskian DRlan Q9 The QSP 15 +he
SSuUrce CSa.ogcticn T.2an L33 Sae 2ok 12 e
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plan for organizing and conducting the evaluation, the

analysis of proposals, ind the selection of the scurce or

sources to satisfy the system requirements (36:15-4). The

contents of tiis document are outlined below (20:15-4):
(1) Source selection crganization

(2) Screening criteria to determine sources to
receive solicitations

(3) Evaluation criteria
(4) 13dcquis' .on strategy
(5) Scheduie of events

(57 Eva.uation procedures tc be used to evaiuate

proposals




The section on evalusrtion procedures is important to the
cost analyst and should include inputs from cost analysts :in
its developmert. This cfecticn includes procedures and plans
for formulating the MPC to the gcvernment; developing the
independent cost analyses, life cycle cost estimates, and
design-cost-goals; identifying items recu.ring special
atcention and non-quantifiakle cost risks; and evaluating

offerors propecsals (31:12).

Solicitation. The solicitation is *he £final

step in the preo-evaluation phase (20:15-5). The
solicitatinn for bid is commecnly referred to as the Request
for ®ropousal (RFP) (20:15-5). The RFP contains a
camprechansive description of the work to be performed,
ingtructions on how to prevare proposals, evaluation
criteria, and the basis for award (20:15-35). Phase II,
Initial Evaiuation begins with receipt of the proposals

(20:15-7).

Initial Eva’u. . tion Phase. During the Initial

Evaluation Phase the cost analyst first -reviews the
proposa.s Lo encure all the caost data formats regquired by
the RFP have been submitted. I£ a.l the required formats
are not provided, the contractor is girven the opportunity to

submit the requested data. Cnce this 1s complete, the next

step 15 the 1nitial evaluation itsel.f.

e
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Initial evaluation of each proposal i35 reviewed
against criteria set forward in the SSP. The proposal 13
checked for reasonableness, realism, and completeness.
Reasonableness is used to evaluatae the acceptapility of the
bidder's methodology (2:52). Realism is used to evaluate
the compatibility of costs with the scope of the proposal,
ensuring that the estimate is neither excessive nor
insufficient for the effort to be accomplished (20:15:19).
The estimate also must be consistent with the requirements
of the Request for Proposal (RFP), Statement of Work (SCW),
and ". . . all information required by these, including
appropriate program ground rules, schedules, and
constraints. . ." (2:53). Completeness is used to evaluate
the "responsiveness of the offeror in providing all RFP
requirements, statement-of-work (SOW) items, and
traceability of the estimates™ (20:15-20).

The initial MPC estimates are conducted parallel with
the reasonabieness, realism and comple-eness evaiuations.
This estimate is refined and updated as more information
becomes available and does not become final until the Best
and Final Offer (BAFC) is received and evaluated (20:215-3).

One of the primary goals of the 1nitial evaluation
phase 1s to prepare for discussions with the offercors

(20:15-9). The initial evaluat:ion phase .s !{o.lowed by the

Intermediate phase (2C:15-9).




Intermediate Phase. The primary task of the cost

panel in the intermediate phase 1s supporting discussions
with offerors and adjusting “he initial MPC estimat.s and
evaluations as the offerov's intentions become more clearly
defined (20:15~9). The purpose of the contractor
discussions is for each side, both the government and
contractors, to beccme more knowledge about the other's
intentions and clarify outstanding issues (20:15-9). At the
end of this phase tlhie offerors’' designs are usual.y firm and
the MFC is completed based on this stabilized design

(20:15-9).

Final Phase. During the final phase, the MPEC

estimates and evaluations have to be finalized (20:15-10).
The evaluations are presented %o the Source Selection
Advisory Council (SSAC), who then rates the proposals and
presents their findings %o the Source Selection Authority
(SSA). The SSA then makes the source selection decision,
and the contracting officer awards the contract{(s) to the

winner(s) (20:15:14).

Estimating Technigues

The cost estimating tasks :xp 1+ ned during the
acquisition and source seleact:on prcce:smas are accomplished
15ing various technigques avii.able to the cost analyst.

Four i these techlniques are explainecd 1n the folliwlng

naragrapils.




Parametric Approach. Parametric estimating is
accomplished by correlating design parameters to historical
cests with the use of regression analysis. It often uses
cost estimating relationships (CERs) to help predict future
Wweapon systems costs (40:3). CERs relats costs as the
dependent variabie to one or more independent variables.
The parametric technique is used most often when there is

limited program and technical definition (20:3-21).

Analogy Approach. The "analogous" or "comparative'

method is derived by cheoosing analogous programs that have
previously been completed and for which cost data is
available (39:26). The cost analyst derives estimates for
the new program hy adjusting for complexity, technical. or
physical differences. This method is normally chosen eariy
in the cycle when there i1s insufficieat actual cost data %o
use as a basis for a detailed approach; but there is a
sufficient amount of program and technical definition based

on study results and test data (20:3-24).

The Grass Roots Approach. The grass roots method, also

referred to as the "detailed" or "engineering”™ estimate,
involves br:aking down the project into detailed work
segments that can be 1iadividually estimated at an assumed

high level of accuracy. The grass roots estimate woulsa

normal.y be ut:ili1zed during the production phase of “he




program cycle when program configuc-ation has stabilized

(20:3-25).

Expert Opinion Cost Estimates. This 1s a subjective

technique ithai 1s dillicull Lu analyze dand substautlaie
(39:31). This method is best applied on new products that
are beyond the current state of the art (39:31).

The estimating techniques above are not necessarily
used exclusively. in any given program one wwo, three or
all four of the techniques will be used in estimating the
cost of the program. The estimator chooses and combines
estimating methodolugies based on the estimating %task to be

accomplished (20:3-28).

Cost Grow .h

The AFSC Cost Estimating Handbook defines cost growth
as, "A term related to the net change of an estimated or
actual amount over a base cost figure previously
established”™ (20:A-22). In his paper, "Cost Growth and the
Use of Competitive Acgquisition Strategies,"” Frederick Biery
defines cost growth as, "The difference between thne actial
costs {or the most current estimate of actual costs) and the

estimate at the start of the system's development"”

(23:1). In the Congressicnal Budget Office's report, "Cos:
Growth in Weapan Systems: Recent Experience and Possibl=
Remedies," cost growth refers tc the tendency for “he unit

cost of a system to increase during the course of the
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acquisition process (33:2). 1In his doctoral dissertation,
Major Richard Sapp states that because the term cost growth
is not standardized it has led to "misunderstandings and
communication difficulties, as well as making comparisons of
available research work and studies difficult'" (46:15). He
notes that the term is often used iaterchangeably with the
terms contract growth, cost estimate growth, program cost

d

v

growth, price increase, etc., but was originally intenc
to refer to increases in costs due to influences beyond the
control of the weapon system acquisition program managers
(46:15). Cost growth, in the zontext of this research, is
consistent with Biery's use of the term, the difference
between the actual cost (or the most current estimate of
actual costs) and the estimate made at the start of the
system's development. The term "actua! cost'" and "most
current estimate of actual costs'" will be used
interchangeably.

Despite the different uses of the term cost growth
presented in the literature, the consensus .s %tha<t cost
growth is inevitable. Though cg¢st growth iz widely accepted
as unavoidable due to uncertainty in predicting tae future,
cost estimates are expected to reasonably predict the future
and cost growth is expected ta be kept unde - control. in
order to control or solve a probliem: first, the causes of

the probiem must be identified and secondly, measures a:meq

at eliminating or reducing these zauses must be i1mpliemented.
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Unanticipated cost growth in weapon system acquisitions, is
compl.cated by a myriad of sources identified as
contributors to the problem. In the foliowing section scme
of the contributors to cost growth identified in the

literature will “e discussed.

Reasons for Cgsc Growth. A 1982 House Arms Services

Committee Speciual Panel on Defernse Procurement Procedures
identifl 'd poor cost estimates, program stretch-outs,
changes in weapon systems specifications, 1nadequate
budgeting, unrealistic inflation estimates, and lack of
competition as controllable factors (as opposed to
uncontrollable factors such as inflation) that cause cost
growth (27:2). In his article, "Military Systems
Procurement,'" John Adam attributes cost growth to
unrealistic performance and ccst scheduies deliberately
provided by contractors and acrepted by program management
in order to get program contracts {1:30). A 1979 Rand
Corporation repcrt, conducted by =Zdmund Dews, et a..,
identified schedule slippage, engineering changes,
estimating errors, and changes in the support area as the
maor sources of cost grewth in the 1970s (35:31). The
maior reason given for schedule slippa in this Rand repor:
was 1nadequate funding levels, while the engineering
variances were attributed to unexpected technical
difficuities and changes :n the performance reguirements of

the system (3£:92-93). The estimation errors were fgound to
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be the result of mistakes in estimator judgemznt such as
inappropriate analogies or estimating relationships and
omission of costly system elements such as training or depnot
equipment (35:93). Yet another approach to analyzing Zost
growth was taken by Major Martin D. Martin. In his doctoral
dissertation, Martin separated the causes for cost growth
into two categories; pre-iactivation and activation.

Pre-activation refers to the time period between

technical and cost proposal preparation and the

time that tne contract is signed by both parties.

Activation refers to the contract administration

and closure. (28:87)
In the pre-activation area, Martin includes such items as
lack of competition, contractor underpricing, variability in
past cost data, concurrency of research and developmeant with
production, extraneous design requirements, faulty technicai
planning, inadequate task definition, reliability problems,
budgetary constraints, and communication problems. In the
activation period he included such items as inflation,
quantity variances, lack of cost control, inadequate
management controls, program stretch-outs, engineering
changes, and technolcgical obsolescence (42:39). By
observing cost growth in two separate phases Major Martin
emphasized the need to understand not only why cost growth
occurs, but also where 1t occurs.

The Congress:ional Budget Office (CB0O) determined that
the bulx of cost growth is likely %o occur after the system

enters the Engineering 3and Management Development {EMD}
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phase and before its full-scale production (47:3). In a
study conducted by the Inst:itute for Defense Analysis (IDA)
1t was shown that "achievement of Initial Opecational
Capability (I0C) marks the end of significant growth 1n both

devel opment and procurement costs for most systems”™ (21:28).

Measures to Reduce Cost Growth. Cost growth i1is not a

problem unique to the DoD. In the General Accounting
OQffice's (GAO's) tabulation of cost growth in major
acquisitions of NASA, the DoD, and Federal non-defense
agencies (those costing more than $50 million), they found
that the average cost growth was 82 percent. The cost
growth for defense alone for the same period was 79 percent,
thus indicating that the defense cost growth is below
average (26:10). Though other studies have also shown that
cost growth experienced by the DJoD is less than those
experienced 1n the public sector (23:5), cost growth of
weapon system acquisitions continues -0 be >f concern to
Congress, key decision makers, and the general public who
would rather see funds spent elsewhere (37:63). It would be
easy to point to f£indings such as the GAO's report mentioned
above to try to negate the charges of individuals who
criticize DoD's poor cost performance history. As Donald
Chamberlain phrases it in his article to the 19385 National
Estimatiny Society Conference, "Jsing Labor Standards for

Estimating'":
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We can search to £ind fault with the accusers and
attempt to discredit their allegations, or we can
be more positive and spend our time Searching
intarnally for pcsitiva improvement techniques.
(25:1)

The DoD has chosen the later approach and over the years has
devoted a great deal of time and energy "searching
internally for positive improvement techniques' to curtail
cost growth.

Congressional dissatisfaction with cost overruns and
late cdeliveries has given vise to a series of laws designed
to improve the acquisition process and to identify problems
whizh may result in cost growth or cost overruns as soon 3s

possible (22:1). The initiatives of David Packard,

Sarcrratary af
S v ot

Da“anse farm 19A9 %n 1971 . had perhaps greatest

impact on acquisition policy (35:1). Packard's initilatives
emphasized ten major poiicy elements including the £2l.owing

cost considerations:

2. Design--o-cost: establish a cost goal as one
of t<he primary procram object:ives, equal =c
schedule and performance in importance; design
with operation and support ccsts 1in mind 3s well
as production cost (life cycle costing). (35:2)

2. Improve program cost estimates and provide ISD
‘Qffice of the Sucretary of Defense] with an
independent source of such estimates by
establishing a Cost Analysis Improvement Group
(CAIG) within 0OSD. (35:2)

Some of the other initiatives were establishment of high

level reviews for major weapon systems at important program

decision points, better tra:ining and longer tours for

program managers, and raduction 11 development and




production concurrency allowing for increased testing during

the development c¢ycle (23:15). Packard also noted the high
level of uncertainty in development programs and in 1969 -5t
became mandatory to include risk analysis as part of the
acquisition process (24:1).

Currently Air Force Systems Command Regulation {(AFSCR)
173-2, requires that all cost estimates prepared, briefed
and documented within Air Force Systems Command (AFSC)
convey the basis c¢f cenfidence using a qualitative method.
AFSCR 173-2, specifies that the qualitative method provide
an assessment of the availability and quality of data used
in preparing the cost estimate (30:2). [t assigns the
estimate to one of the five fo.lowing categcries of
ccnfidence {30:2):

Category I: Actual cost for sign:if:cant

production quantities .1s avai.able for system
being estimated.

Category II: Actual cost for development zr early
product.on hardware is available for system being
estimated.

Category III: No actuals availiable, but system 1s

well defined with good data for anaiogcus, factor,
parametric estimate or contract proposal.

Category I[Y: No actuais avaiiable. System
description 1s fair to good. Some data avall.abla
for analogies, factors, parametrics, =2tc.

Category V: Uncertain systam description. Jata
avarlabie for analogies., factors parametrics, etc.
are sparse or have limited vralue *2 system being
estimated.

Cnce classiiied; however, AFSCR 173-2 does not further

rnh

2aXp.31n how these classif:cations can be used %2



Whereas, most peopl

determine the quality of the estimate.
would agree that more confidence shouid be pla :d 1n an
estimate developed in Category I than one deve ed in
Category V, this method does nothing to help the decision
maker or cost analyst determine how much confidence shouid
be placed in these estimates.

In additisn, to the qualitative method of assigning
confidence mentioned above, AFSCR 173-2 requires a
gquantitative metinod of risk assessment be accemplished when
applicable. AFSCR 173-2 specifies tnat the AFSC Risk Model
be used to accompiish the quantitative estimate (30:2). Th
AFSC Risk model is currently undergoling redesign £2 i1mprcve
deficiencies noted in The Analytical Sciences Corporation's
(TASC's) definition study of the Risk model. Surveys
conducted by TASC during the definition study reveaied that
users felt the model was not user friendiy and was tco s5.3W
(36:3-4). Though the risx model was designed *o be used at
all phases in the acquisition life cycle (36:Appendix A}, i
is too cumbersome and time coansuming to be used during

davelaopment of the most probaizle cost during Lhe scurce

[

selectiagn process {(23). TASC's overal! assessment of the

th

AFSC Risxk Model was that 1% 135 useful, but 1n need o

.mpccvements :1a order to galn user acceptance (36:7-1).

e
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cost trends over three decades, Biery ncted three factors
whose influence might distort cost grawth comparisons acress
the decades: improved documentation :f original cos:
estimates, different make-up of the systems being used in
each time period, and the length of time to £field a system
from :1nitial estimate (23:9-12). Due to increased emphas.s
on cost estimating, the documentation of cost estimates
improved in the 1970s over the 1950s and the 196Q0s; therebdy,

’

improving the ability tc track cost growth {(23:5 The

~

difference 1in the make- 1p of the systems heing procured

for

could have an impact on cost growth 1f the propensity
cost growth depends on the type system being procured. in

the 1350 t systems made up the masecrity cf zhe

rh

ailrcra

u

systems being acgquired (23:9). In the 1960s arvcraft only
made up one third of the acquisitions and electronics made
up haif the pregrams [22:9:. The 1370s samp.2 .3 dom:inatad

2 and gun systems foliowed Ly aircraft and <ruise

o

b e

by missi

w
(9}

missiles (23:10). Further compllicating the enario, tae
Affordable Acquisition Approach Study noted an increase :in

the development and pre-development -imes in the acguisi-ion

to

w

of most weapon systems (193 4.

To account for theses distortions, Blervy made

Tcmpariscns between the decades using a <ompound annua.

Jjrowth rate and compariscns of means {(average cost gr-wth

T30l However. £0 r'nsure -“he <CCMPArisons wWwera 2J°117abie,




«t
5
D

Biery used the following formula to normaiize for

increased development effort:

CF = (1+R)’

—
b
—

where
CF = actual cost/estimated cost
R = the rate of growth
T = the time from start of FSD

The results of Biery's analysis contained in the %tables
below suggests that there have peen improvements in the
accuracy of weapon system cost estimates over the years.
Though he shows improvement over the vears normaiizing for
the length of the program, the lengthening of the
development cycle has erscded the effects of these
improvements in real terms (23:12).

The same downward trend was observed when Biery

(R 1]

observed the dizpersicn or "spread" around the means Izr
each decade. The dispersion arcund the mean is measured bv
the standard deviation and “he dispersion around the gruwth

rate by the standard error oI “he estimate.

Table 1

Cost Grcwth Decade Comparisc (

[
(8]
=
[p®]
~

Averag:2 Program Zompeund Annuas
Decade Age _7-23rs. Maan Srownn Rate %
Zarlv 1390s 3.3 ~.35 14.3
Zarly 1943s 250 1.45 ”.3
Early l370s R .23 T3




Table 2

Cost Factor Dispersion By Decade (23:13.

Compound Standard
Standard Annual Error of the
Decade Mean Deviation Growth Rate % Estimate
1350s 1.86 1.386 14.0 0.028
+960s 1.45 0.441 7.8 0.023
1970s 1.99 0.481 5.0 0.00Q7

The results of Biery's analysis show that there has
been improvement in military cost forecasting accuracy since
the 1950s (23:3). The records have not gotten any better in
actual dollar amount of overruns because of the lengthier

forecasting horizons ‘23:14).

s

A 1979 Rand Corporation study, Acguisition Policy

Effectiveness: Department of Defense Experience in the

1979s, showed the same reductiscn in real cost growth <rom

‘ the 19¢0s to the 1970s. The real cost growth for mador
Wweapon systams averaged 7 to 8 perzent annua.:y during the
1360s, compared with 3 to 6 percent annually for ma:or
weapon systems in the 1970s (35:56). A study by the Defense
Sciences Becard ai:so showed a decrease :in the cost growth
rate irxom the 1960s to the 1370s (12:58). Though the
downward trend experienced in the 1370s may suggest that <the
cost growth probiem 13 under controi, a 1333 report by the
Congressional Budget Qffice (CBO), suggests that t“he ccst

;.o In

growth trend sceems to be increasing 1n the 198Cs {47:

the Institute fer Defense Analysis document, issues 1n

.ﬂlrfi .

BES)




Megsuring Cost Growth, Tyson, et al., noted that many

policy makers in the early 1980s speculated that cost growth

1

was a thing of the past (48:12). Tyson, et al., highl:ghtad
several factors which could have distorted ceost growth
experienced ir the early 1980s:

New Programs. During the 1980s, there was an
unusually large number of new starts. In the
1981-85 period alcone, at least 18 major programs
went into FSD. As shown in a number of studies,
cost growth is relatively low in rew programs, and
tends to increase as uncertainty decreases and
reality is faced. (48:13)

Program Funding. Programs in the 198Cs were amply
funded, due to the defense buildup. Therefore.
cost analysts have less incentive to be optimist:ic
about costs when doing the development estimate
(48:1.3).

Inflation Dividend. During the late 1970s,
inflation outran program funding reguirements.
During the early 1980s, the rate of inflation
declined, and the DoD (and many other forecasters)
overestimated inflation. 7This resulted in program

overfunding in then-year doliar terms. Again,
this made it seem like there was less cost growth.
(48:13)

Programs Nct Included. During the 1983s, there
ware several major "hlack" programs, particularily
those involving Stealth technology. These
programs were not included in cost growth
estimates, but the DoD is currently trying to
include the costs even of sensitive programs
wherever possible. (48:13)

Summary

In this chapter literature search was conducted to
gain more insight into the role of —ocst 2stimating i1a the
Weapon acquisition li1fe cycle and the source selecticn

processes and to explare “he reasons for cost growth and
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some of the methods currently used to zontrsl 2t. The

literature suggests that there has heen a decr=ase i1n cost
growth from the 19503 ¢ <+<he 1:79s. These decreases can be
attributed tg such measures as the Packard Initiatives and

increased competition. Despite positive trends over the

past three decades, current research indicates that the

trend was reversed in the 1380s.
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Methcdology

Chapter QOverview

This chapte:

investigative quest.ons one

explains the methodology used to answer

through three from Chapter I.

The data collection procedures and methods of analyzing the

data are discussed along with an explanaticn of how the data

was used to predict the rznge of potential cost yrowth.

Factors Contributing to Cost Growth

The first question to be answered was,

"What are the

major sources ot cost growth in the development »f weapon

systems?" A review of the 1

iterature concerning cost growth

revealed several factors considered to be contributors to

cost growth.

factors are beyond the contr
The controllable cost factors 1

reviewed i1ncluded unrealistic 1nflation

estimates, .ack of competity
high-risk system design,
systems specifications,

schedul es,

development znd productisn =
(1) {270 (28) (35" {(42) (46)
some of the literature, laws

policies have cur+tailed some

ature.

?’s mentioned in Chapter II,

pcor management,
unrea.isti

variab:lity in past

Foar =2xample,

soma of these

ol of the Defense establishment.

dentified in the literature
estimates, poOr <oOsT

on among defense contractors,

-
“a

changes :n weapon

performance and cost

cost data, concurrence of the
fforts, and technicai advarces
(47). Since the writing of
g

and changer in acgqgulislition

i

f the problems 1dent:fied 1n
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contractors is not one of the problems mentioned in the
later literature. A Rand comparison of ten systems found
evidence that competition led to modest improvements in
system performance and on-schedule delivery by contractors,
and had substantially lowered real cos:t growth (35:28). To
obtain a timely analysis of those factors considered -“o be
major contributors of cost growth the expert judgement of a
panel of c¢ost analysts from Aeronautical Systems Division
(ASD) was enl:sted. The panel consisted of the followiag
individuals from Aeronautical Systems Division, Research arnd
Cost Division, Directorate of Cost, Deputy for Financial
Management and Comptrolier:

James L. Adams, Cost Analyst

Charlie Clark, Cost Analyst

Donna Kinl::n, Cost Analyst

William H. Kugel, Chief Source Selection

Robert Schwenke, Chief Research/Metl.iods Branch

Kenneth Sullivar., Capt, USAF, Cost Aanalyst,

A two step process was used to identify those cost
factors deemed to be significant contributors to
unanticipated cost growth. Step one, entailed identif,1ing
those factors that are considered to be contributors to cost
growth, based on the literature search and the opinion of

1

selected memhers of the cost pane!. In the second step, %he

factors whic

.
L1
[

y were 1dentif:ad in step cne were ranxed by the

cost panei to determine the +thr

\D
T
it
]
T
rn
%]
G
ot
O
rg
w
&
o)
I
(9]
-

40




contribute to cost growth. The members of the cost panel
were asked Lo yive the three factors they believed to be
most significant drivers of cost growth a rank of one. The
decision to rank the top three factors as number one was
based primarily on the information gained through the
llterature search. Throughout the literature the authcrs
did not commit to any one factor as most impor ant, but
usually considered a collaboration of factors which were
most important for a given time. Secondly, it was the
consensus of the preliminary cost panel that concentratin
on three or four factors considered to be signif:cant
drivers of cost growth would be most benefizial to the
study. The author decided on three factors due to the
limited data base available. All other factors were ranked

consecutively beginning with number four.

Data Collection

-

As stated in Chapter I, this research ccnsiders major
and non-major weapon system acquisitions started after 1380
Wwith at least three years of development. The following

information was gathered on each of the systems:

1. The most probable cost (MPC) estimate.
2. The actual development/procurement cost or lLatest
estimate 1f the program 1s not complete. This cost will be

considered the current estimate whether actuals or an

estimate.




3. The *technical risk, configuration stawility, and
schedule variance.
All costs were collected in then year dollars to capture the
net effect of all cost growth, :ncluding inflation. The
only adjustments made were for quantity. When the current
estimate (CE) quantity is different from the MPC estimate,
the quantity estimated at the time of the MPC will be used
as the baseline and the CE will bhe adjusted up or down
accordingly. For example, if the quantity of systems to be
acquired was original.y projected at five and the current
@astimate allows for three, the current estimate will be

adjusted to reflz=ct five systems.

Qguantity adjusiment. Quauniiily adjustments were

accomplished in two ways. One method was employed for
Selected Acquisition Report (SAR) programs whose quantities
were the same 1n the MPC estimate and the development
estimate, anc another method for non-SAR programs and SAR
programs whose MPC and SAR development estimate guant %Zies

differ.

SAR Programs, MPC Cuantity Eguals DE Cuantity.

For these programs the CE was simply adjusted up or down by
adding the dollar amount attributed toc a quantity change

renorted 1n the 1990 SAR. This method of adjusting SAR

programs i35 expialned in the Rand 1979 study =ntit.=d




Acqulsition Policy Effectiveness: Department of Defense

Experience 1in the 1970s:

) Thus, if the production gquantity has been
reduced siace DSARC II (a common oeccurrence), an
addit: *2 the CE 1s required to bring the

pl odr cost back up to what it would be if the
oric l1ly programmed quantity were to be
pro. :d; if the production quantity has beern

inc: «sed, a reduction of the CE is required.

Tha 1s accompiished simply by deleting the cost
ch.. je attributed in the program’'s SAR to quantity
Vis ince.  (35:80)

This me 04 was also employed by “he Management Consulting

and Res :arch, Incorporated, in theiv anaiysis of Dol weapocns

system cost growth (43:6).

Non-SAR Programs and SAR Programs Whose DE and MPC

Quantity Differ. For the non-SAR programs and the SAR
programs whose DE quantity differed from the MPC, the ——
quantity adjustment was made by computing the product
improvement curve and first unit cost (TQ for the CE using
ICLQT. ICLOT 1s a computerized pregram which uses
regression analysis to determine the slope and T;values for
either a unit or cumulative average curve when the lot si-e
and “he cost per lot are Xnown {(20:7-33). The unit curve
formulation was used in this research. The caosts per ict
are “he recurring costs 1n constant year dollars. The T
and s.ope generated, were then used to calculate the cost
which would have been incucrred 1Z the gquantities outiined :n
the MPC were stiil in effect. These cost were derived usling

ICPRO, a computerized program which "computes projected

13




values under the unit cost improvement curve theory given a
slope and T, or the average cost of a lot, and 1ts first and
last units" (20:7-32). The adjusted quantity costs
resulting are recurring cost 1n constant year deliars. The
percentage of recurring cost to total cost of the CE was
used to calculate the total cost of the adjusted estimate.
The December 1989 0SD Weighted Inflation Rates (Appendix C)

were used to convert the constant year to then year dollars.

Calculating the Cos:t Factor (CF)

To determine the amount o0f cost growth the adjusted
current estimate (CE) was divided by the MPC. The r=ssultant

number is the cost factor (CF).

CP= bEﬁL@
LHPC( d. p)
where fay
d = development
P = product:ion

A CF greater than one implies there was some cost growth in
the program. A CF of less than one implies a reduction zin
cost and a CF of unity implies there was no change 1n the

cosc.

Cost/Schedule/Confiquration Trends Analysis

Before accomplishing the analysis based on the three
factors contributing to cost growth identified above, the

programs were analyzed to det=2rmine 1+ any trends could bhe
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found based on the dollar vaiue eof a program and its cost

factors (CFs; or ECO percentage. This analysis was

accomplished by graphically plotting the CF and ECO dollars

against cost in the production and development. Throughout
: this research, the development and production efforts are

treated separately.

Methodology for Data Analysis

The four step prrocess below was used to analyze the
data based on the three cost factors identified.

Step 1. First, all the observed weapon systems were
categorized as having nigh or low technical risk and being

_; of stable or unstable configuration. The data on the
technical risk was cbtained from the cost documentation,
discussion wWith prcgram managers, and cost anaiysts who
worked the programs. Systems were considered o be of
elther high of low fechnical r.sk. There were no Drcvisions
made for medium risk.

Step 2. The technical risk was then ccmpared to the
configuration stabiiity. The configuration stabilizy
assessment was made based on the percentage of ECO dollars
Y0 the most probable cost estimate. According %o The AFSC

"

Cost HEstimating Handbocok, ECQ dollars are widely

accepted throughout the Air Force as represent:ing that

amount of money in a program specificaliy set aside for
uncertainty” {(29:13-32). The higher the uncertarnty the
nigher the percentage which must be set aside. 3ased cn
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this premise, it stands to reason tha:t a program with a
higher ECO percentage has less certainty and thus, less
configuration stability. The data base was divided in half,
based on the percentage of ECO dollars to the most probabie
cost estimate. Placing those programs with highoer ECO
dollar percentages in the low stability category and those
with the lower percentages in the high configuration
stability category. The four possible combinations of
technical risk and configuration stability are represented

in Table 3.

Table 3
Technical Risk/Configuration Stability

Technical Risk

o High Low
Q

. D =

P o

LI I II
- — =

=

oQ

Rl x

Ul 4d Q ) i

gcn = I{I v
| @]

Step 3. The next step in the analysis was to add the
schedule assessment. Quadrants I through IV above were
further broken down based on the schedules experienced by
the programs in each quadrant. The scheduls assessment was

analogous to the convention used in the Independent Schedule

Assessment Handbook (49). The Handbook defines a low i1mpact

on schedule as one which results in a slip of less than one
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month (49:50). A medium i1mpact 1s one which results in a
slip of at least one month but less than three (49:50), and
a high impact 1s one which results in a slip of greater than
three months (49:50). In this research the programs were
divided into two categories, low schedule impact {(Category
A) 2nd high impact (Category B), with approximately half in
eacu category. The development effort schedule assessment
was determined based on completion of Development, Test and
Evaluation (DT&E). The production effort schedule
assessment was based on the first production delivery
schedule.

There are eight possible combinations of schedule,
configuration, and technical risk which are represented in
rable 4 below. All eight regions of Table 4 were considerea
to be pertinent to this research, due to the many

uncertainties present in the acquisition environment.

Table 4

Technical Risk, Configuration Stability, and
Schedule Assessment

I II II1 v

A

IA IIA IIIA Iva

Schedule
Asse3sment

B

IB IIB IIIB IVB
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Step 4. Once tha systems were assigned to their
respective grids, mer:an CFs were calculated for =ach
category. By defin.-ion,

The median of & set of observations is the middle

one if the number of observation:s is odd and the

average of the middle pair if their number is even

when these olkservations are arranged in increasing

order. (44:.2)

The median was chosen to represent the estimated potential
cost growth because it i1s a more robust measure of central
tendency than the mean and is less iiXxely to be unduly

influenced by extreme high or low cost factors. Accordin
tc Newbold, the median is often preferred in circumstances

where it is inappropriate to give much weight %to extreme

observations (44:13).

Range of Potential Cost Growth Around the MPC

The last step in the analysis, was to determine ncw %“he
:nformation obtained above could b2 used to estimate a range
of potential cost growth around the MDPC 1n answer %to
investigative question #3 In the following paragraph the
method for obtaiuning the potential cost growth range is

explained.

(as

The Madian CF of the category tc which the MPZ 1s
asslgned carn be viewed a3 an estimate of the most probabie
cost growth for that program. The upper and lower bcund 7
d o determine “he range

fo9r the given category W.l. he

(9]
I
0
D

3

o3t estima

i

osbable

(9}

0f cost growth arcund the most

el
~

[ -
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Summary
This chapter explained the methodology used %o answer
the investigative questions rosed in Chapter I. To answer

investigative question #

1, a literature search was cornaicted
1in Chapter Il te identify the factors which contribute to
cost growth. A panel of experts was employed to supplement
the literature search and ensure the factors identifiec were
applicable 1n today's environment. To answer investigative
question %2, a method of accessing a program based on the
three factors identiiied in investigative questicn #1 was
developed. Lastly, the method for defining a range of
potential cost growth around the most probable cost est:imate
was discussed. The methodology set forth in this chapter

wil. be conducted and analyzed in Chapter IV followed by

canciusions and recommendation £or fur+ther studies in

Chapter V.




V. AdAnalysis o2f Data

Chapter Qverview

In this chapt:r three factors considered to be major
contributors to cost growth are identified by a panel of six
cost analyst from Aeronautical Systems Division, and applied
to a data base consisting of sixteen systems. The analysis

is followed by a discussion of the findings.

Factors Contributing to Cecst Growth

In step one, William Kugel, Charlie Clark, Mike Seibi!l,
Dr. Richard Murphy, and the author, met to discuss the

reasens for cost growth contained in the literature and to

s P | .
ala

cr

>
-

o

. £
t temes not gnvered. Once the group fe

$a
2]
—s

- .~
(%] bk 2

»

r

gnificant sources of cost growth were exhausted,

P

all the s
the following list of factors contributing to cost growth
was derived:

1. Contractors experience in the area of acguisiticn.

2. Contractor's familiarity with the Government's way
of doing business.

3. Risk due to technical! advances.
4. Time and development schedule for the program.

5. Degree 0f concurrence netween Zngineerinyg and
Manufacturing Development (EMD) and Production.

WD

6. Whether or not the svstem 1s within the range of
-

historicai data.

7. System requirements/configuration stability.

3. The axi15tence or nonexistence of actual cost by
functicnaility and/or work breakdown structure [WBS) for

analogous systems.
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9. Schedule slippage or variationLs.
In the following paragraphs the meaning of these alne
factors as discussed by the cost panel will be explained.
b 1. Contractors Experience in the Area of Acquisition.
This factor implies that if contractors had experience
in the area of acquisition that experience can be applied o
the new system, thus reducing risk.
2. Contractor's Familiarity with the Cavernment's Way
of Doing Business.
‘ The premise underlying this factor :s, 1f contractors
understood the peculiarities of doing business with the
- government the cost of monitoring the contract and
corracting deficienciaes would be minimal.
3. Risk Cue to Technica! Advances.
-of~ti :~art cf =he

T"his factor considers the stat

[}
1]

technology c¢f the system being praduced. The reiationship
petween technical advance and uncertainty i1s cons:i:dered <o
be proportional; the more technically advanced the system,
s the more complex and the greater the uncertainty.
4. Time and Development Schedule for the Program.

Til::e and development schedu.: 1n this context refaers

o1
8]

the amount of time the contractor says 1t wWwill take to
complets the pracect.
5. Degree of Zcncurrence 3etwe:n EMD and ?vaoducrics
¥ Thi3 factor attempts 20 capture The amcunt c¢. <3352

growth due “o the amount «=f avesliap sf develapmen: iand
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production. 2 program which begins production before
completion of development tests is apt (o exXxperience more
cost growth than one that begins production only after fina.:
testing.

6. Whether or not the System is Witiin the Range of
Historical Data.

This factor i1s of concern when using the parametric and
analogous estimating technigue. Parametric estimating, as
defined in Chapter II, often depends on cost estimating
relationships and the analcgous method looks at the new
system as compared to a previous system. CERs are of%en
calculated using regression %“echniques. There are some

cautions which must Le made when using regressicn analysis.

Number one, as the item being estimated moves away £:om the
center of the data, the width of the prediction interva:
gernerally increases. Seccndly, 1{ the system, the
independent variapie, l.es far beyond the range of pas:
data,

. . . extreme caution should he exercised since

ogne cannot be sure that the regression function

which fits the past data 1s appropriate over the
wiaer range of *he 1ndependent var.iable. (45:85)

v

7. System Requirements/Canfiguration Stabiiity.

In the development arena chinge 1s constant. Th.s
factor considers cost growth that 1s the result of
configuration changes.

8. The Existence or Nouncxistence of Actua!

unctiona.ity and/ar AFS Zar Analogous 2vstems.

<
-
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1f the analogous system can be hroken down by
functionality and/or work break down structure with _he
benefit >f actual costs, the resultant cost estimate should
be able to predict cost more accurateiy than i1f this were
noct the case. A major asswnption is that the inalogous
system was correctly 1dentified.

9. Schedule Slippage cv Varintion.

Unlike number three above, which refers toc the number
of development years, this factor refers *to const growth due

to schedule stretch-outs or compress:ions.

Threc Major Contr:buteors to Cost Growth. A&As discucssed

in Chapter III, after identifyinj the factors the nex*: step
was to have the members of the panel rank -he Zfactors from
cne to nire allowing the top thre= factors to share the rank

of ore. The resulz:s of the ranking process are contained .n

Table 3. 7The ~umpers far leZt column represent *he nine
cost growth factors (< 3Fs) identified above. The column
headings are the ranxings from . “hrough 9. The numpbers .a

the body of *he table represent how many of the s:% pane.
¢ Jers ranked the identified factor at a given level. The

results of the ranking clearly indicates that configuration

stability (#7; 1s though' to be a major factor influencing
cost growth. <Si1x of the si1x pan:. members ranked this
factor aumbsr one. Four cf *he s1x cost analysts ranxked
risk due %o tzachn:za. advarces (%3} as number zne. The

cther “wo members;




Table 5

Ranking of Factors Contributing
to Cost Growth

f Ranking
CGF
4 1 4 S 6 7 8 9
1 1 1 1 2 1
2 1 1 1 3 :
3 4 2 ‘
4 1 1 2 2
5 1 2 2 1
6 2 2 2 !
7 6 ;
(2
9 3 1 1
nowever, rtaanked technical risk a3 number seven. The i;

analysts who ranked risk due to technical advances as number
seven, acknowleda=:1 that technical risk is an important
consideration when discussing cost growth; however, they
felt tha® with t.e current state of technaological maturity,
technical risk 1s not a mnajor factor in today's environment.
The third factor receiving high ranks from the cost panel
was schedule slipopage or variations. Fifty percent of the
panel members feit this was a majocr factor and one panel
member ranked it fourth. Though there were some disparities
1in the ranking; configuration stability, technical risk, and
schedule variations were the three cost factors determined
by Lhe panel cost ana'ysts to have the most significant

impact on cost growth 1n today's environmenc.
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Data Collection

Currentl!y, a central data base does not exist which
lists all the weapons systems procured at Aeronautical
Systems Division over the past decade. To assist in
identifying the appiicable system, William Kugel, and the
Research and Cos*“ Division, Directorate of Cscst, provided
the initial list of systems procured in the last decade.
The resultant list consisted of thirty programs. The list
was reviewed to ensure ail systems had completed at least
three vears of development and that all programs were

actually procured in the 1980s. Those systems which d>d not

'

£it the three year development criteria were immediately

[o%

Vs :
e.=2ted

discarded trum the lisz. Additicnal systems were

~

due to uravailability of data. The finai list of programs
used 1n this research i3 contained in Taple 6. Appendix &

zontains a desripticn of the programs.

Programs Used in the Research

! AC-130 Gunship C-130
Advance Cruise M1ss:.e T it Talcn ,
! A.r Force One .. ..3e Missile Misision
: Advance Tactical Air Control Aircra:it
! Reconnarssance System £-111 Dig:tal Fl:ight
i 3-1B Simulator Contro. System
! 2-17 (2-%) LANTIRN
; .-17 Airrcrew Tralnlng LANTIRN SIMULATCR
System SRAM 11T
: C-.7 Maint=enanc=
i Training Device

wn
w




Tables 7 and 8, contain the data ~ollected on the

selected programs for the development and the production
effort respectively. The MPC estimates in the tables were
obtained from Source Selection cost documentation found :n
ASD's Cost Library. The current estimates were taken from
the latest system program office approved cost estimates and
from the December 1990 Selected Acquisition Reports (SARs)

and adjusted for quantity as needed.

Table 7

Development Effort ($ in Millions)

SYSTEM MPC $ CE $ CF | SCHED |TECH |Ezco
VAR |RISK | %

3c-130 260 .50 265.03 11 02 |12 mos g lo.01 |
ACM 1492.40 1755.20 |1.18 | 4 mos H [0.04
AF-1 48.90 40.40 |0.83 | 2 yrs L |o.01!
ATARS 179.83 287.30 |1.63 |22 mos H |o0.08 |
31B SIM 109.22 142.87 |1.31 | 2 yra L 0.30 |
c-17 3567. 42 5595.30 |1.57 |15 mos L |o.03 |
C-17 ATS 57. 49 75.43 |1.31 | 6 mos L 10.07 ]
C-17 MTD 54.89 93.44 |1.70 |11 mos L |o.36 |
C130 ATS 12.6 13.03 [1i.03 0 mos L 0.12 |
COMBAT T 46.3 104.30 |2.25 |19 mos | 4 |0.14 |
CMMCA 54.50 53.04 |1.06 |15 mos L 0.03 1
F111DFCS 59.50 63.92 [1.07 | 1 wos L ]0.40
LANTIRN 548.90 601.30 |1.10 |17 mos H 0.03 |
LANTIRN 29.07 28.60 |0.98 |17 mos L 0.02
SIM

SRAM 11 391 .94 1257.10 [1.28 | 2 yrs H 0.10 §




Of the sixteen systems reviewed, fifteen are
represented in the develupment effort, because the C-20
Aircraft Program is a production only program. The cost
factor for Combat Talon i3 noticeably higher than the other
programs because the program was initiated as a production
only effort. Some developmen:t money was initially included
in the MPC estimate to allow for expected redesign work in
the production effort. When it became apparent that a more
extensive development prograin was necessary, a full scale
development effort was added to the program's baseline.
Though this does represent an anomaly, the program was not
discarded from the data base, because the intent of the
study is to capture all cost growth, including anomalies.

Fourteen systems are represented in the production
effort. The Cruise Missile Mission Control Aircraft does
not include a production effort. The Advanced Tactical Air
Reconnaissance System (ATARS) production effort was not
included due to complications in the current estimate, which
are currently being reworked.

The Advanced Cruise Missile (ACM), C-17 aircraft,
LANTIRN, and SRAM II programs all experienced a quantity
reduction from the MPC estimate to the production estimate.
All of these programs are Selected Acquisition Report (SAaR)
programs and all, except the C-17, have the same production
quantities in the Jdevelopment estimate baseline reported in

the SAR and the MPC estimate. In these cases, the current
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estimates were adjusted back up to the original quantity by
adding the decrease due to guantity change reported i:na the
SAR to the current estimate. This method could not be used
for the C-17 program, because the MPC estimate differed from
the development estimate. The development estimate (DE) as
defined in Chapter I, is the baseline to which many
programs are compared, normally developed late in the
Demonstration and Validation Phase. The MPC in the C-17
program represents a quantity of 132 un:its, while che DE
represents a guantity of 210 units. The latest SAR reports
a quantity reduction of 90 units and an associated cost

reduction of $11039 miliion. It the current estimate of

1
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on were adjusted for quantity hy simply adding
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k in the reduction asscciated with the gquantity change.
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the adjusted current estimate would be $40390.92 mili:on.
However, 1£ this current estimate were ccmpared %o the MPC
to determine the _)st growth the amount would be
artificialliy high, because the MPC represents 132 units
versus 210. The current estimate was normalized to ref.ec:t
a quantity of 132 production units. This normai:zation was
accomplished by firs* calculating a cost improvement curve
for the current 2stimate quantities, using ICLOT to develap
the theoretical first unit cest {(T-' and s.ope. <nce the
siope and T were zalculatad ICPRO was used %o 2stimate <-he

cost £or 182 units using the same spend prof:ile as the MPC




¢
.
astimate. The details are contained in Appendix B. Tablie &
contains the adijusted current estimates.
: Table 8
i Production Effort ($ in Millions)
SYSTEM MPC $ CE § CF | SCHED |TECH |£CC
vAR | RISK
AC-130 565.16 63¢.28 [1.12 )12 mos B {9.07
1
ACM 5106.80 $805.20 | L.14 | S mog H 3.0l
AF-1 306.90 314.74 12,02 | 2 yrs L 13.04
BlB SIM 109.22 214.58 |1.36 | 2 yrs H o |5.30
- C-17 20160.6% | 36973.6% |1.€3 |15 mes L |0.03

- C-17 ATS 233.33 231.96 [0.99 | 6 mes Looja.02
* =17 MTD 57.05 93.44 |1.54 | G wmos | 1 ]0.35
~ 3 | c-20 256.5 197.1¢_12.77 | 0 o L Jo.o00
: I - 'T i '

f Cl50 ATS 22.26 L 24.32 ; 1.0Y | 0 mes L  2.G7
;% coMBaT T | 1341 .40 | 1736.20 19.29 | 7 mos | d wlﬂriQ4
N FillDECS 54.60 0 73.36 1134 ¢+ 3 mes |t loa.sa
" LANTIRN 1274.10 3554.10 | 1.0% 1% wos i !o.oz ?

; [ g 22 202 : »
& LANTIRN 15.89 25.30 1 1.59 |15 mus L i9.04
Y ST} | !

5 [~ t

N SRAM I1 1211.62 1492.50 [1.23 )y ¥ 13.03

Yex it - b=

Cost Factor/%Engine=ring Chang _Or:ier Trands

The 1ata from Tables 7 and 8 were anaivyzed to determine

"t

if a relaticnship evists between the dollar amcunt of a

crogram and the <ust jrowth and enginesring change wrder

percer.tage: experienced by “he vrojram. Figures 2 through

e 6, provide a grephical depicticn 23 this analysis.
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From Figures 3 and 5, there does not appear to be a
relationship between the size of a program and the cost
factor in either the development or the production efforts.
However, a relationship does appear to exist between the
total cost of the program and the ECO percentage. This
trend is not as apparent in the development effort as 1t is
in the production effort; however, it appears that the
larger programs tend to have a smaller percentage of
engineering change orders (Figures 4 and 5). Despita this
trend, the ECO percentages were considered to be good
indicators of configuration stability, based on the
assumption that ECO3s represent the uncertainty in an
estimate (20:13-32) and that the greater the uncertiainty the
greater the percentage of ECQ required to cnver changes and

rework (20:13-36).

Data Analysis

The first step in the data analysis, as described in
Chapter I[II, was to categorize the data based on technical
risk and configuration sta»ility. Tables 9 and 11 depict
the technical risk and configuratio stability of the
development and production effor*s respectively.

Observations from Table 9 revealed that the high
technical risk/low configuration stability category *ended
to have the highest cost factors, while the iow technical
risk/high configuratinn stability category has lower cust

factors.

[ 2}
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Table 9

Technical Risk/Configuration Stability
Development Effort

Technical Risk

High Law
o
o System CF System CF
A &l Aac-130 Gunship 1.02 c-17 1.5
Sz ACM 1.1s CMMCA 1.06
0 LANTIRN 1.10 LANTIRN Sim .98
a C-17 ATS 1.31
8 AF-1 .83
=)
© System CF System CE
3 X
- 9 SRAM II 1.28 B-1B Sim 1.31
- AYARS 1.60 F-111 DFZS  1.07
a Combat Talon  2.25 C-17 MTD 1.70
- C-130 ATS 1.03

1t appeared that the high technical risk programs had
higher CFs tha» the low tachnical risk procgrams. To test
this a comparisor. was made between the two categaries. The
median CF fcr the high technical risk programs was 1.23
while the mediarnn CF for the low technical risk programs was
1.07; consistent with expectaticons. A similar comparison
was made between low ancd nigh configuration stability. The
median CF was 1.08 for programs with high configuration
stability and 1.31 for those prougrams with low configuraticn
stabhility. Once again the results were consisteat with
expectationy.

5 look at the median cost factors (Table 10) $for each

1.1

quadrznt of Table 9 reinisrces the “rends -hserved above.
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Takle 10

Technical Risk/Configuration Stability
Median Development Cost Factors

Techi.ical Risk/ Median
Config. Stability CF
High/High 1.10
Low/High 1.06
| _High/Low 1.60
Low/Low 1.19

The median CF for Quadrant I, high technical risk/high
configuration stability is 1.10; Quadrant II, low technical
ri1sk/high configuration stability 1s 1.06; Quadrant 1II,
higb technical risk/low configuration stability is 1.60; and
quadrant IV, low technical risk/low configuration stabili.y
13 1.19. T[recm these observations, configuration stabilicty
appears to have a greater influence on cost growth than
technical risk. In both cases where configuratvicn stabiiity
13 unfavorable (low), the highest median cost factors are
cheerved; 1.60 and 1.19. On the other hand, the median CF

18 relatively low 1n one instance where the tecanical risk

“nyeral cbservations <an be made from a precursory look
at Tablie lLl. One of the most notable 13 that the low
technscal risk/high configuratian scability category on.'s the
louest cogt factorz; 0.77, 0.99, and 1.923. This categorvy

alzo contains one of the highest cast factars 1n the dava

|
sane,
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Table @1 /
“achnical Risk/Configuration Stability .
Production Effort ‘
Technicai Risk :
J
High Low i
2 System cE System cE
-vd
- = Combat Talon 1.29 ¢-17 1.83
S 81 acm 1.14 c-20 .77
& = LANTIRN 1.09 LANTIRM Sim 1.5¢
C-17 A7TS .99
5 AF-1 1.03
)
: System CF System CcE
=3
3 2 SRAM 11 1.23 B-1B Sim 1.96
o= r-1l1ll DFCS 1.24
s AC-139 Gunship 1.12 ¢-17 MTD 1.64 N
o <-130 ATS 1.09
Another observation is that fthe h:gh technical risk )

4
category cverall, appears to have lower ccst factors than '
the low ftechnical risk categoriesz. The median cost factor
af the high technical risk categcry i5 1.l4 compared to 1.34
for the lew technical risk category. There may be several .
reasons why zh= higher risk programs cxperience less zcst
growth than the lower risk proagrams in the productlion
eftort. Cne of which -ould bz aextra attention placed on : f
proper design of programs thought to be of higher risik. The
median cost factars of the high and low configuration :
stability categories are 1.12 aud 1.%9 respectively: 'Af

indicating that cregrams with high configuiration stabilaty

tend tu experience less c:st growth than those with low L




configuration stability. Tabie 12 depicts this trend. The
programs with low conf:iguration stability nave t“he highest
median cost factors. This suggests that configuration
stability 1s perhaps a more significant contributor %o

cost growth in “he production effort. In the develo~ment
effort, the smallest median cost factor was reported 1n the

low technical risk/high configuration stabil.ty category.

Table 12

Technical Risk/Configuration Stability
Med.an Producu.on Cost Factors

r- Technical Risk/ ‘ Median |
i Conf.g. Stabiluity CF
. _Hign/High L.14
Low/High 1.03
High/ Low 1.18

1 Low/Low 1.49 !

One cf the major differences in the deveiopment and
production estimates is 1n the category which has Lhe
h.ighest cost factor. In t1e deveiopment estimate, the hig
technical risk/low configuration stabtility categosry had the
highest median CF, 2t 1.60. n tne production effort low
technical risk/low cenfiguration stability had the highes:
mediar. CF of 1.43. From these orservations 1%t appears that
high technical risk is more important to cocs% growth dur:ing

the development effort; than in the producticn phase. The

h6




next step in the analysis ias to incorporate the schedule

factor into the ecuat:ion.

~3

Based on the schedule variatinns cor+tained in Tables
and 8, low schedule assessment was defined as one which
;e ults in a slip of less thin si. months for the purpose of
this study. Tables 13 ana 14, refer to thcse programs that
are no more than six months behind schedule as Category 3,
and those tha. are more than six months behind schedule as
Category B. “he gquadrants I through IV represent the four
scenarios from Tables 9 arnd 10. Quadrant 1 represents high
technical risk/high configuration stability, Quadrant II
repr-sents those wilh iow technical risk/high configuration

ity: Quadrant 177, high rechnical risk/low

stahi
configuration stability; and Quadrant IV, low technical -
risk/.ow configuratior stability.

5f the fifteen deve.ormen:t systems, only £2ur were .ess
“han six months behind schedule. 3Seventy-four percent of
the programs were greater than six months behind scheduls 1z
~ne development effort and sixty-four percent :j
{nine out 0f favrteen} ci the prcduction eifortc were elther

greater :han or projected %o be greater than six months

hen.nd schedu'=2. The high technical risk/low configuraticn .
staniiity/low schedule impact categorv we3 ndot represented
in sLoner . "npment nor :the product:ion 27%0r%s.

e o < -a -alcu.ated for each ce.l

r ‘e b
14

i "t apd are presented 1n Tables
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and

15 and 16 based on the technical, conficuration,
schedule assessments. The upper hound CFs in the tables
represent the highest CF contained in a given category. The
lower bound CF3 are simply the lowest CF in the category.

In the three cells containing only one observation, the

opservation is recorded in the table as the median.

Takle 15

Development Potential Cost Growth Range

1Tech Config Schedule | Upper Med Lower
Risk Stability Impact cF CF CF
High High Low 1.18

High High High 1.10 1.06 1.02
Low High Low | 1.31

Low High High 1.57 1.02 .83
High Lcy idigh 2.25 1.6Q 1.28
Low Low Low 1.07 1.0¢% 1.03
Low Low High 1.70 1.51 1.31

The lowest median CF in the development elfort was 1.02
in the low technical risk/high configura:ion stability/high
schedule impact category. The category with the highest
median (F is the high technical risk/low configuration
3tability/high scheduie impact category, at 1.60. The two
high~=st median CFs reported in Table 15 hoth have high
schedule risk and low counfiguration stakility. Of the four
<ategories containing high schedule impact, two have the

highest median CFs, 1.60 and 1.51, while the other :wWo have

70




1.02 and 1.06. In the instances where

two of the lower CFs,
a high schedule risk is associated with a low median cost
factor, it is coupled with high configuration stability.
When coupled with low configuration stability, the median CF
tended to be high. There was no apparent relationship
between technical risk and the schedule impact. One
observation which can be noted; however, is that of the
three factors configuration stability appears to have the
most influence over cost growth. It appears that if either
an unfavorable schedule or technical risk assessment is
combined with an unfavorable configuration assessment, the
median cost factor will be high. The converse does not
appzar to be true. If the configuration stability
assessment 1s high (favorable), combining it with a program
with low technical risk or a low schedule risk will not
guarantee a low cost factor. In fact with al’ factors
reporting favorably, the cost growth factor in scenario
three (low technical risk, high configuration stability, low
schedule risk) was 1.31, one of the highest reported in the
table.

From Table 16, the highest median CF reported in the
production efiort was 1.80, which occurred in the scenario
where the schedule and configuration assessments were
unfavorably. Schedule risk and configuration stability do
not appear to have “he same correlation witnessed in the

development «ffort. The secc1d highest median CF in the

T2




production effort is the same scenario which produced the
lovest median CF in the development estimate, ia which
technical risk and configuration were reported favorably,
while the schedule was unfavorable. 1In all instances where
the schedule risk was high the median CF was at least 1.18.
The median cast factor overall seems to be higher in the

production effort.

Table 16

Production Potential Cost Growth Range

Tech Config Schedule | Upper Med Lower
Risk Stability Impact CF CF CF
High High Low 1.14

High High High 1.29 1.19 1.09
Low High Low .99 .88 .77
Low High High 1.83 1.59 .83
High Low High 1.23 1.18 1.12
Low Low Low 1.34 1.22 1.09
Low Low High 1.36 1.80 L.64&

Calculating the Range of Cost Growth

The first step in determining the range of potential
cost growth is the completion of the MPC estimates by the
source selection cost panel. Oncs the estimates are

>mplete, the cost analyst assigns each MPC estimate to one
of the categories 1in Table 4 based on the technical,
schedule, and configuration risk assessments used by the

analyst while developing the estimate. The median CF, upper
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i and lower bound CF from Tabie 15 and 16 can be uzsaed to guin
L : a2 feel for the range of c¢a3t growth experiaznced in recent

programs.

Swpmmary
In this chapter nine factors contriputing to cost

growth were uanalyued and three were checsen by a panel of

experts to be the most sigrificant; technical risk, schedule
risk, and configuration stability. The most prebable cost

estimate, current estimate, scheduie variatiun, and the

percencage of e gineering charge order costs to the most
proballe rcust estimate rere ccllected from a data base of

Sixte<en systems procured in the lasi decade., The ~ost

v =t =

R e L - P, .. — - Y i _ | S | cnwm —~ -
growitih ui Qe sy-tems was ana.yzed based oun the three

cr

i factors above to Adetermine *f potential cost growth can bhe
forecasted based on an assessment of the three facturs. The

conclusions %o -RMi1s anaiysis and recommendation for £ur<her

study are concained in the nex: chapter.



V. cConclusions and Recommendations

Chapter Overview

The objective of this research was to develop a methoa
of predicting a range of potential cost growth around tae
most probable cost estimate. The author sought to develop
*his method by researching the cost growth experienced in
recen'. programs and categorizing these prograws based on
several faccors. These factors were derived from a
literature search and ultimately narrowed down to three
factors by a panei of cost analysts. In the chapter the
results ot this research will be discussed by answering the
investigative yuestions presented in Chapter I. This
discussion will be followed by recommer dations for further

study.

Investigative Question #1

lnvestigative guestinsn %1 seeks to determine the
sources of zost growth 1n the acquisition of weapon systems.
The answer to this question was pursued using a two step
process. The first step involved a !:terature search %o
ascertain what factors are considered to be jor drivers of
cost growth. Cne of the conclusisns obtaineu from the
literature search is that the factors c¢ontributiry tc cos:
growth are not constant, »ut change over time. The dynam:ic

envirornment emphasized the need to unaerztaas the factsrs

PR AN M SCIAC R RDTIENT £ A TR RIS

e ar




affecting cost growth in the current environment when trying
to contrecl cost growth.

In the second step a list of factors contributing to
cost growth was generated through the combined efforts of
the literature and working group of five cost -nalysts.

T is list of factors wss individually ranked by a panel of
cost analysts to determine the three factors which are
considered to be the most significant drivers of cost growth
in today's environment. The three items identified were
technical rish, configuration stability, and schedule risk.
Once these factors were identified the next step was to
determine hcw this information could be used ts help
estimate potential cost growth; the question asked in

investigative question ¥#2,

Investigative Question #2

In order to answer investigative questinon #2 «:ixteen

in

programs were analyzed to determine if there were any
correlations between the cost grewth experienced in the
program and the three factors determined to be major coust
drivers. Several imgplications can be made from the data.
In the following paragraphs they will be explained as .t

relates tc the development and the production efforcts.

Opswrvations :n the Development Effort. When the

effect of al. three factcrs are considerved together in the

development effc-t, configuration stacility tends to have



more influence on cost growth than the other factors. The
analysis suggest that significant cost growth shoulid be
expected if the program is operating in an environment with
low configuration stability and high schedule risk. Though
high configuration stability does not guvarantee minimal cost
growth, the cost growth experiznced i1n these programs tend
to be less on average than those with lcw coniiguration
stability.

Tt also appears that reducing technical risk will not
significantly decrease cost growth if ther= is a high
probability that the schedule will slip six mcnths or more
However, tc minimize potential cost growth the configuration
must be stabilized as early as practicabie 11 tha
development effort since the programs with higher
configuraticn stamility tended to experience iess c¢nst
growth on average, regardless of the behavior of :t2chnical

risk and the schedule ascessment.

Obse*vations in the Producti-~n Efrort. When alli thre=a

factors are considered together zonfiguration stanility does

furt ag

i
[

not appear to he as inifluential in the production -

it did in the development effor+v. Schaedule risk, however

-
——

appeared tu be *he wout influencial cost driver. In

o

instances where the schedule ris< was high. the cost groewth
axceeded = ghteen vercent When configuration 3tabii:ty and

technical risk were viewed apar® from schedule rizk:
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however., configura“ion stability was a major factor
influencing cost growth.

This suggests that there i3 a stronger ralationship
between configuration ntability and schedule in the
oroduction effert. Therefore, in orduer to minimize cost
growth 1n the production effor+ the configuration must bhe
stable and the schedu.e must ke realistic. Technical risk,
is not a3 influential in the production efiort as
configuration stability and schedule.

The next step in the analysis was to determine how this
information can be utilized by cost analysts to help control
cost grecwth. Thig issue will be 4discusased in the f£2]lowing

NarasryyYann
e S e mpiaa

5

Irvestigative Questioan ¥3

This itvestigative gnues ion svught %o determine how the
informatzon used above cnuld ne used to help est:mate
rotential cost growth around the maost probable <cst
estimat:. The cost anaivst car use the informaiion garned
:n this research to gain u feel for the range of ccst gurowth
2xpoertenced 1n similar vrogrums, by observing the cost
growth histories in Tables 15 and 16 in chapter 7.

5

Due to the lim ted data seol, no statistiza. inferences —an

he cposined from the data.  With a larger data set and a
sranit.tart numbver of obhservations in each <l e Sethod

could proaovicds same statisticul intervails fov potentia nog”

Trowth.
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Recernendat.ons_fc. Furthsr Ra2search

o133 strongly recomirended hat more research Le

iczecmypiiohked in this area. Though the literature suggestis

tanat there .re majoir differences in the vrocurement

envircnrrint metwzen periods, ths applicable data set can be

signiticant.v .ucrwased by normalizing €£or these

diffarences.

longer devaloumenr cycles

eliminate the »roniem of
This research ftroused on
1. - 3 N . 3 » ~

tast decade aave besen in

least three yeac:.

Sorimalizing

for tnhe d: fferences, such as

in the cighties, can also
dealing with suz.. curr=nt data.
programs +“hat ware initiated in the

development =y production for at

“na of the drawbacks of using swch

current data 1s tuiat @2stinates had to be used instead of

actuals. Tho gh s2vie v

thase programs are mature, there

are many factors whizh <ian shange =<nhe currant cost growth

rrendg.  JUST AE 30

som? «hich e relawive 1

“he programg ara mautur=, there are

vaung and may not have

expe-ienced the most sigltf.cant 2.8t Jrowth, ldeally 1%

wanld hettaer t3 de. 1 wit®

actual costz aver the ent.

Cretc em of comparing oy at

ur reorarcn wouiddi hern

“ue s, bhecause in dealing with
A EUegran vou 49 not run wnta the
eins % drfiferent mraturity levels.

aty - i cbiarvinyg the cost growth

oeovaor of programs withh oo v Tuahs availan.e.

ancrther lasue raised Adur.:n; “he 1acear h was the

Apr4cent relatiovship bet

pregran and the numpber of

Wweey o, i llar value ot the

=0g.ave L a o whangae nrdare (TC0s).



i it sezmed that the smal.sr program: had a higher per~entage

oy of ECOs. Suggestirg that future studi=s should segregate

proyrams by size.
‘fhe number of vrograms greatev than 3iXx months behind
N schedule indica2tes thar there is a Jire need for het-er

schedule 2assegsmznts. An analysis 2f the wvarious 1easons

for schedule slippage canl praov:de insight i1nto the areas
where emphasis musy o= placed to improve the overall

schedu! e periformaacn,

}i The MPC estimates rcail usua.ly bhe classified as Category
IV ~- na actua.s available, system description is Zair to
gced, some data available for analogies, factars,
wartamet~ice. ete., aor Cstegury ¥V -- uncertain system
description aud data available fecr anulogres, fzctors

paraimetrics, =ts. are 2parde or heve limitad value ¢ system

being esurmarad,  the range of cust growth arcund the MPC
es imete provides a mebtiad of guantiiyiag the coaniidenco
sevel of those wwo cateqnclies, inctaer arza for potential

asearch 1nvolves finaiag the range of vcosc growen Lour ash

of the five categories af confidence defi-ved 1n AISCR L7507,

and in Thapter [II of this reszarch.

Summa
This :cesearch sought to determinse a mathod Y0 estimata

tne pofaential COSU TrowLh arcund Cne most proaoabie UL

2stimate vased on the hehevior of three majo- <ost drirers;




technical risk, configuration stability, and schedule risk.
The data obtained 1n this research is useful in providing

cost analyst with a rough order of magnitude of wha: can bhe

expected.




Appendix A: Program Descr.puiony

AC-1307 Gunship (2:2-3)

The AC-130U Gunship program will purchase z-welve Z-_30H
airframes which wiil be converted tc side-firing gunsuips.
The gunship will incorporate improved night/adverse weather
capability with improved survivability, precision fire
support, and worldwide deployment.

The davelopment effor: consists of designing,
developing, and integrating an avionics suite and a gun
suite, including the devel opment of organizational,
intermediate, and depot level support equipment.

The production estimate includes procurement of =leven
C-130 air vehicles and engines, conversion to the gunshipn
configuration, delivery of organizational, iantz:rmediate, and
depot level support equipment, training equipment.
government furnished equipment, and armament. Thea

development unit will be refurbished int~ production

configuration.




it B,

Advanced Cruise Missile {3:3)

The Advanced Cruise Missile (ACM) program improves
axisting ACM capability while utilizing 1mproved range and
low observable capability.

The ACM is an airbreathing. subsonic, air iaunched,
cruise missile encompassing a basicaliy cylindrical fuselace
with a sharp nose, chinesg, body RAM, forward swept pcp-ou*®
wings, flush inlet and partially shielded ezhzast.

The ACM satisfies the Strategic Air Command's state. an+w ct
need Lor ilncrveased range, i1mproved survivabiliity, and
accuracy. Prcduction of 1461 of these missiles 1s piaaned,
of which 120 will he a variart with a classified mission.

LR
ame a3 the ACM, e2vcent

0]
tet
(3]

The variant cunflguration i3 the

provisioning for a heavier payload.




Advanced Tactic.il Air Reconnaissance System (4)

The primary mission of the ATARS is to provide near
real time reconnaissance. ATARS is composed of a manned
reconnaissance effort designated Tactical Air Reconnaissance
System (TARS), and an unmanned effort designated Unmanned
Air Reconnaissance System (UAR3). The program will replace
existing reconraissance film sensors with electro-optical
sensors and supporting subsystems to provide near real time
recconnaissance capability. TARS includes the TARS sensor
upgrade. The UARS will combine the Navy's Mid Range
Remotely Piloted Vehicle with some of the elements of the

A TARS sensor suite and an infrared line scanner.

..l
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Air Force One (5:2-4)

The Air Force One (AF-1) program will purchase anu
modify two commercial widebody Boeing 747 aircrait to
replace current Boeing 707 aircraft used for presidential

travel. The new AF-1 aircraft's mission is to safely and

secur .ly transport the Presicd:nt, his family, staff. guests,

security contingent, and the press to any worid-wide
destination. The aircraft will be certified in accordance
with applicable Federal Aviution Reguiat:ons.

The development effort incbrporates such tasks as

design engineering, integration and analysis, and system

test and certification. The procurement costs also inciude

training of an :nitial cadre of Air Force alircrew

(o]

ersonne
delivery of data, an integrated logistics suppor: pian and

&

i1te conversion.

n
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B-1B Simulator System (7)

The B-1B Simulator System consists of five weapon
system trainers, two Mission Trainers, six Cockpit
Procedures Trainers, and one Software Support Center to
support the Bl-B aircraft The simulators will provide the
increared visual motion and aural cues for the ground
training of Strategic Air Command B-1B aircrew members.
Required training tasks include: mission rehearsal training
for takeoitf and landing, navigation, air refueling, threat
analysis/countermeasures, low-level! penetratiol, weapons
delivery and emergency procedures. Emphasis will be placed
on training that cannot be accomplished in the aircraft and
also on integrated crew training. These tasks include those -
related to safety of f£light, emergency procedures, and
emergency war order rehearsal.

In the 30 September 1988 cnst estimate, the B-13B
Simulator System's risk due te technical advances was rated
as difficult and the configuration design requirements was
consideread to be moderatelv uncertain. The configuration
uncertainty of the B-1B Simulator is due to difficulties in
*he defensive systems of the B~1B aircraft. The B-1B

schedule has slipped two years in both development and

production.




The purpose of the C-~17 aircraft 1s to modernize the

airlift ileet and improve the United States' averall
capability to rapidly project, reinforce and sustain cornat
forces worldwide. The aircraft will augment the C-5 and
C-141 in intertheater deplcyment and the C-130 with
intratheater operations. The C-17 is capable of carrying
cutsize cargo over intertheater ranges into austere
airfields. This introduces a direct depioyment capability
that will significantly improve airlift responsiveness,
thereby improving the mobility of the general purpose
forces.

In the MPC estimate there were 182 aivcia

production bvy schedule. The 19390 Secretary of Defense

th

diracted Major Aircraft Review resulted in the reduction o

the total aircr2¥% buy for this program from 210 aircraft

n

-

the DE to 120 aircraft in the CE. This reduction was in
anticipation of a 2% increase in the Program Acguisition
Unit Cost.

Based on the ASD ECO model inputs, the C-17 effort :is
considered to be of laow technical risk. The configuration
changes are due primarily tu weight reduction made during
the development process. The engineering change crders :in
the development effort totaled $1306.2 million in then year
dollars. This total was derived by adding the amount ot

englneering change proposal 40, $67.3 million. and §38.4,

86




the dollar value estimated using ASD's ECO model. The
% Initial Operational Capability schedule of the first twelve

ai raft slipped 15 months; from June 1993 to September

1994.
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C-1l7 Aircrew Training System (8)

The C-17 Aircrew Training System {ATS) is a part of the
C-17 Weapon System which emphasizes task/performance
oriented training and will make effective use of training
equipment to produce the required C-17 aircrew skills. It
i3 based upon the S C-17 missions defined in the air
7ehicle specifications and is sized by the student
throughput rate and aircraft hasing. 1% wil! consist of the
following types of training: initial qualification, mission
qualification, continuation %training (proficiency and
mission), and upgrade training. The basing of the C-17 ATS
will include one school squadron, five cperational wings
located at separate Military Airlift Command bases and the
training base, two Air Force Reserve bases, and two Air
National Guard bases.

Acquisition of the C-17 was divided into two phases.
Phase 1 1involves the initial training system design. In
this phase three contractors were selected to work on their
training system design. Phase II consists of training
system design ccapletion, £ull scale development, production

activation, and operatior and suppert. OCne contractor was

selected to complete Phase II.




C-17 Maintenance Training Device {(MTD) (9)

The C-17 MTD program is a part of the C-17 weapon
system that will emphasize task oriented training and
effectise training devices to produce the required C-17
maintenance personnel skills, The goal is to deliver the
mTDs identified by Air Training Command {(ARTC) to each of
five main operating bases to be available 120 days prior to

the delivery of the first aircraft at each hase. The MTDs

d

will be considered the prime source of follow-on training in
lieu of the aircraft to minimize the impact cf training
requirements on operaticnal aircraft. The maintenance
training courseware will be developed by ATC.

The development phase of this program requires the
design development, assemply, test, and delivery of twelve
distinct maintenance training devices. It also includes
traioing of the initial cadre of Air Force instructors

personnel, delivery of data, and the implementation of a

Maintenance Training Device Support Center.




C-20A/B Source Selection (C-SAM)

(113

The Special Airlift Mission (SAM) provides worldwide
transportaticn tor the President and Vice President of the
Unites States, cabinet members, and other high rankiang
dignitaries of the United States and foreign governments.
The C-140Bs currently fulfilling this mission are used for
CONUS and European travel requirements. The C-23A/B is
being used in a similar manner with occasional trips flown

worldwide where the number of passengers daes now warrzant

LY

t. . use of a larger aircraft. The C-20A/B will carry from
14-18 passengers and a crew of 5 and is an existing "sff-
the-shelf" FAA certified business je:.
There is i Full Scale Development effsrt invelved in
this buy. The buy schedule 0f this aircraft was accelevrated
; by two years, resulting in considerable saviags %o the air

Force. The overall risk of the C-SAM program i1s considered

to be low. Primarily, because the aircraft is a commarcial

off-the-shelf business jet with some peculiar government
. communications egquipment that the cecntractsr has previously
installed in the aircraft for other customers. The dollar

amount of the engineering change orcers was 50.2 mii'lion oo

.12% of the most probakle cost estimate.
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C-130 Ajrcrew Trainuing System (ATS) (12

The C-130 ATS provides initial and mission
qualification and continuation training for all crew
positions on the C-130E and ¢-130H aircraft. The program
requires the contracior to design, develop, produce and
operate tih:z ATS wiih a guaranteed student being the end
product.

Government furnished equipment plays a very large role
in this program. The Air Force currently owns 12 C-130
simulators that will be turned over to the contractor for
hi. use. Additionally, all the spares and support equipment
unigue to the C-130 simulators and some common support
2quipment and spares will be turned over.

The contractor will develop curriculum for the entire
spectrum of training, from initial qualifi:ation %o
zortinuation training, £or all crew positions. Twenty-five
~ourses will be developed and delivered. The training
systewmn suppori center is the heart of the ATS. It
accom: .shes configuration control ¢f all the simulators and
other ATS cumpconents., maintains documentation, and modifies

simulator software.
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Combat Taion II (13)

T"he Combat Talcon II System is a new production C-130H
integrated with sophisticated off-the-shelf avionics
systems. These avionics enable the Combat Talon II aircraft
to airland or airdrop heavy payloads after flying long range
at low altitude using a high precision autonomous navigation
syctem. Mission profiles include adverse night and combat
environments. Beina a C-130 derivative, the aircraft can
land on ard take off from short unprepared fields. It is
a'so capabie of in-flight refueling as a receiver.

The procurement approvach was to awvard separate
contracts for the production aircraft and specialized Combat
Talon 1I structural subsystems and another contractor for

the avionics integration.
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Cruise Missile Missicn Control Aircraft (14)

The Cruise Missile Mission Control Aircraft {CMMCA)
pragram is a Class II modification of two Air Force C-18,
Boeing 707-323CF, aircraft currently owned by the 4950th
Test Wing. Upon caompletion of the modification, both
aircraft will have cthe capabiliiiy to receive, record, and
retransmit telemetry data. Each CMMCA will provide real
time telemetry data processing and display, and a fully
redundant Remote Command and Control System similar to the
CMMCA Phase Zero aircraft. Finally. a government furnished
radar will provide the means to track the position of the
cruise missile while surveying the surrounding airspace for

o= Mot el ik S e -
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in-flight collision avoida intagr
will provide instantaneous intcrmation to on-board test
personnel for making critical in-flight mission and safety
decisions on a real-time basis. The resulting modified C-18
will serve as the sole suppert aircraft for the durati:-r of
a cruise missile test from ore-launch to missile recovery;
thereby, aliminating the need for fighter chase aircraft or
AWACS aircraft support.

Prior to CiMCA modification the aircraft will und:rgo a
cockpit upgyrade from a commercial configuration to a

militarized configuraticn. This effort is included in the

CMMCA mod.fication.




F-111 Digital Flight Control

System (DFCS) Program (15)

The DFCS is a Class IVA ..odification to correct an
existing safety deficiency and to improve reliability,
maintainability, and commonality by replacing the current
analog flight controel system with a state-of-the-art, fail
operational/fail safe digital flight control system for four
of the six Model Design Series of the F-111. The program
originated a: a result of recommendations made tc HQ USAF by
the F-11l System Safety Group and a Blue Rilbon Panel.

The DFCS modification consists of Group B and Group A

changes to the existing F/FB/EF-111 flight control system

111 mmant and
quilpmen T anga

and assccia
s pport equipment.

Technical risk is considered low, since the technology
being employed throughout the Digital Flight Control sstem
is mature and well known. The risk in this program is
primarily associated with the software integration of the
DFCS. There are $23.868 million in ECOs in the EMLC effort
and $55.551 million in the Production effort. The
Development, Test and Evaluation/Initial Operability Test
and Evaluation slipped one month, from September 1990 to
October 1990 and the completion of Low Initial Rate of

Production slipped three months from October 1991 to January

1392,
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Low Altitude Navigation and Targeting

Infrared Night (LANTIRN)

The LANTIRN system provides the Tactical Air Forces
with the capability of conducting counter air and
interdiction at night and under-the-weather using F-15E and
F-16C/D Block 40/42 aircraft. Th~ prime system consists of
a navigation pod and a targeting pod used in conjunction
with the aircraft's Head-Up Display and Head-Down Display.

The estimate covers all costs for EMD of both the
navigation and targeting Pods. The development estimate
initially contained 700 pod pairs, or 1400 pods. The
quantity has since been reduced to 1067 pods; 561 navigation
pods and 506 targeting pods. This decrease includes
deleting the A-10 aircraft eftort and a decrease in the
President's FY90 Budget (17:3).

According to an Independent Technical Review conduct=d
on the ZANTIRN program, the LANTIRN program was considered
to be extremely complex (1l6:54). The technical raview gives
the target recognizer credit for the bulk of the risk and
complexity irherent in the LANTIRN program (1l6:54). The
La: 1@t recognizer uses immature technology which is likely
to require extensive redesign before it 1s suitable to
perform the LANTIRN mission (16:54). In additicn to the
high complexity of the target recognizer, "the boresight
correlator, the environmental control units, power supplies,

and the pods' weirght and electrical power consumption
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provide significant technical challenges to the designers"”
(16:54).

The development estimate for the LANTIRN Lrogram
originally had a Develonment Test and Evaluation (DT&E)/
Initial Operability Test and Evaluation (IOT&E) date of
September 1984. This DT&E/IOT&E date slipped seventeen
months to March 1986, primarily due to the time needed to
test the Navigation Pods (17:4). The production decision
for the Targeting Pod slivped fifteen months; however, the
schedule for the Navigation Pod was on time (17:4). For the
purpose of this research the overall production program will
be considered to have slipped fifteen months, despite the
on-time delivery of the navigation pods. The engineering

change orders associated with the production program 1is

$38.4 million in . hen vear dollars.




Low Alt:tude Navigation and Targeting, Infrared,

Night (LANTIRN) Simulator (18)

The LANTIRN Simulator will provide a simulation of the
LANTIRN Navigation and Targeting Pods. It will be
integrated with an F~16 Operational Flight Tra:iner to enable
pilots to train in the LANTIRN missicon. The LANTIRN
Simulator will consist of a commercialiy available
computational system and an image generation system. The
computational system will process dynamic forward looking
infrared radar image simulation wit! adequate detai! and

reality to support low level navigation and target

identification.




SRAM TI (19)

The Short Range Attack Missile (SRAM) II vehicle is a
rocket powered missile optimized for an Air-to-Surface
nuclear role. The fundamental requirement is to develop and
deploy a state-of-the-art SRAM II as a replacement for the
aging SRAM A. SRAM II will improve the penetrating bombers'
total effectiveness and employment flexibility, and will
challenge the defensive threat with a highly survivable
weapon system.

The initial production quantity of 1633 units was
reduced by 933 to 700 units.

The SRAM II program is considered to have high
technical risk. The dollar amount of the ECOs alsoc support
this claim. There are $97.2 miilion in ECOs linxed to the
development effort and $58.2 million in the producticn
effort. The percentage of ZCOs to MPC is 9% in the
develgpment phase and 4.4% in the production phase.

There 1s a two year slip 1n the EMD schedule which has also

resulted in a two ye'r slip in the production schedule. The

revised productior schedule 1s to begin i1n FY93.




Appendix B: C-17 Quantity Ad-justment

The recurring cost profile from the December 1990 SAR
was used to develop a cost improvement curve of the current
estimate. The recurring base year dollars and the buy
schedule taken from the SAR were iaput in into ICPRQ to
generate the <ost 1mprovement curve for the irrent gquantity
buy. The currant buy -~hedule indicates that there will be
a break in product.on fiscal year 1991. However, due to
the production schedule slip, the one year hreak wii.l not
have the effect of a true break (38). For this reason, the
cost improvement curve was calculated assuming no breax in
the production schedule and combining the advance buy in
fiscal year 1991 with the fiscal year 1992 production buy.
The results of the ICPRO run yielded a slope of 80.81% and a
theoretical unit one (T,) cost of $314.499 million. This
slope and T., were input i1nto ICPRO using the huy schedu.=
for 182 units. The output from this run was the recurring
costs by fiscal year.

To derive the adjusted funding summary, the recurring
cost and non recurring costs of the current estimate were
subtracted from the total cost Yo obtain the dollar amount
of peculiar support equipment, data, and other items
essential to the program (heretofore referred tc simply as
PSE, since PSE makes up the bulx cof this figure). PSE as a
percentage of the recurring cost was derived by dividing *the

difference obtained above by the recurring costs. The
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adjusted total cost was derived by adding the non-recurring
costs, the recurring costs obktained fvom the ICPPRO run, and
the percentage of PSE to recurring costs. The total cost,
represented in base year 1981 dollars was converted to then
vyear dollars using the Decemier 1989 1nflation rates in

Appendix C. The C-17 adjusted 2stimate is contained in

Table 17.
Table 17
C-17 Funding Summary
Adijusted for Quantity
-
Flyaway Cost Total
Fiscal QTY BY8L1S Total Then ;
Year BYS81sS Years$ |
Nconrec Recur ;
19553 Z 47 .4 57G.5 637.5 355.3
-t
1989 6 10.8 1145.7 1399.2 1169.5 |
1990 10 12.5 1431.9 1973.56 21367,
1991 0 0 0 0 !
1992 20 52.0 2274.2 2917.2 5160.6
1993 24 68.1 2278 .4 2692.2 | 4926.7 |
1994 25 2097 .7 2483.2 4590 .7
1995 25 1918.7 2202.4 4290.2 !
1995 25 1790.9 2084.6 4135.9
1996 25 1593.0 1944.3 4026 .6
1997 20 1297.1 1433.6 3060.7 )
Total | 182 190.8 16498.0 19519.2 | 36973.7
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TABLE I
USER INPUTS
LOT FIRST LAST AVERAGE
% UNIT UNIT LOT COST
1 1.60 2.00 202.10
2 3.00 6.00 135.38
3 7.00 10.00 148.68
4 11.00 16.00 184.20
5 17.00 28.00 145.00
6 29.00 40.00 138.52
7 41.00 S8.00 92.88
8 59.00 76.00 80.27
9 77.00 94.00 78.44
10 95.00 112.00 74.32
11 113.00 120.00 61.19
o TABLE II

LEaS. SQUARES ANALYSIS

LJMPUTED VALUE OF FIRST UNIT -- A - 315.499
REGRESSION SLOPE COEFFICIENT -- B - -0.307
REGRESSION SLOPE PERCENTAGE -- S - 80.821
COEFFICIENT OF CORRELATION -~ R - -4.878
COEFFICIENT OF DETERMINATION -- R-3Q = S.771
TABLE III
REGRESSION LINE COMPARISON
COMPUTED LOT CALCULATED ACTUAL PERCENTAGE

“IDPOINT T AT X 7 CIFFERENCE
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AFIT RESEARCH ASSESSMENT

The purpose of this questionnaire is to determine the potential for cur-
rent and future applications of AFIT thesis research. Please return
completed questionnaires to: AFIT/LSC., Wright-Patterson AF3 QH
45433-6583.

1. Did this research contribute to a current research project?

a. Yes b. No
2. Do you believe this research topic is significant enough that it weuld
have been researched (or contracted) by your organizaticn or angther
agency if AFIT had not researched it?

a. Yes b. No
3. The benefits of AFIT research can often be expressed by the equivalent
value that your agency received by virtue of AFIT performing the research.
Please estimate what this research would have cost in terms of manpower
and/or dollars if it had been accomplished under contract or if it had

been done in-house.

Man Years $

4. (ften it is not possible to attach equivalent dollar values to
research, although the results of the research may, in fact, be important.
Whether or not you were able to establish an equivalent value for this
research (3 above), what is your estimate of its significance?

a. Highly b. Significant c¢. Slightly d. Cf No
Significant Significant Significance
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